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Abstract—This paper describes a segmentation algorithm based 

on the cooperation of an optical flow estimation method with edge 
detection and region growing procedures.  

The proposed method has been developed as a pre-processing 
stage to be used in methodologies and tools for video/image indexing 
and retrieval by content. The addressed problem consists in 
extracting whole objects from background for producing images of 
single complete objects from videos or photos. The extracted images 
are used for calculating the object visual features necessary for both 
indexing and retrieval processes.  

The first task of the algorithm exploits the cues from motion 
analysis for moving area detection. Objects and background are then 
refined using respectively edge detection and region growing 
procedures. These tasks are iteratively performed until objects and 
background are completely resolved.  

The developed method has been applied to a variety of indoor and 
outdoor scenes where objects of different type and shape are 
represented on variously textured background. 
 

Keywords—Motion Detection, Object Extraction, Optical Flow, 
Segmentation.  

I. INTRODUCTION 
fundamental step for video/image retrieval by content is 
the calculation of the visual features. In some applicative 

contexts the most relevant content consists in represented 
subjects rather than the whole scene. For example, let 
prefigure an application that takes in input a photo or a video 
sequence, extracts the focused objects, searches similar 
images in its database and outputs the corresponding 
descriptions.  

In this perspective, the distinction between focused objects 
and background permits to calculate the visual features of 
each object alone, making more effective the retrieval task. To 
this end, a segmentation method for the extraction of images 
of single complete objects from a digital photo or a short 
video sequences has been developed. 

Image segmentation, widely employed in medical imaging, 
computer vision, production quality control, etc [1]-[3], is the 
process to extract meaningful regions from an image. 
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However, the definition of meaningful region is strictly 
dependent from the applicative context. Generally, an image 
segmentation process should capture image parts that are 
perceptually relevant. The definition of what is perceptual 
relevant characterizes any segmentation method. Anyway, the 
resulting segmentation should produce a collection of some 
global high-level characteristics of the image. In this paper, 
the meaningful regions are these related to the focused 
objects. Thus, the goal is to produce images including only a 
single object on a conventional background, free of any other 
particular that could influence the next retrieval process. 
Many image segmentation techniques can be found in 
literature. They can be roughly classified in region-based and 
contour-based approaches. Region-based approaches try to 
find sub-sets of the image pixels characterized by coherent 
visual properties such as brightness, colour and texture [4], 
[5]. Contour-based approaches try to generate closed 
boundary images. Some methods are based on a preliminary 
step of edge detection and a process of connecting edges 
together in order to get extended contours [6]-[9]. The edge 
detection step uses a discriminating threshold value. If this 
value is too low many random edges will be detected, on the 
contrary some edges will be missed. More recently, methods 
based on the active contour model have been proposed. They 
try to fit an initial boundary curve or shape to the contours of 
objects [10]-[12]. A further evolution is represented by 
geodesic contour model in which the initial parameter is 
represented by one or more points belonging to the object to 
be segmented [13]. It should be also considered that many 
images can not be segmented using only local decision criteria 
in either region-based or contour-based approaches. Some 
kind of adaptive or non local criterion must be used in order to 
capture global aspects of the image. In any case, the 
segmentation can produce too many regions (over 
segmentation) or too few regions (under segmentation), even 
in the same image. For what concerns the need of 
distinguishing whole objects from the background, the 
segmentation process should be able to gather all the internal 
structures of a single object together and, at the same time, 
discard or even cancel eventual structures belonging to the 
background. In this sense, the segmentation process should 
not be either too coarse, or too fine.  

II. METHOD DESCRIPTION 
The necessity to detect the object as a whole and not only 
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part of it has been approached using a hybrid segmentation 
technique based on edge detection, region growing, and 
optical flow procedures. The use of optical flow procedures 
together with other segmentation techniques has been already 
exploited in other works [14]-[19], but to the end to get a 
more accurate estimation of the motion field. If the 
background is plain, the focused object is easily detected as a 
whole by means of optical flow estimation in the real scene 
(video sequence) or in the synthetic scene built applying a 
shift to the image (photo). This is a trivial task when the 
background is characterized by a perfect uniform brightness 
and it can easily performed also by the above mentioned 
techniques. However, this ideal requirement is rarely fulfilled 
because noise, shadows, corners, texture or other 
discontinuities in the background could result in detected 
moving areas that do not match with the focused object. In 
this perspective, the optical flow estimation could not 
generally supply enough information for discriminating the 
object motion from that of the background. Thus, it is 
necessary to adopt a strategy for reducing the influence of 
these factors. Precisely, an edge detection method is used for 
locating that points that present a brightness discontinuity, as 
in correspondence to the edge between the focused object and 
background. However, brightness discontinuities could also 
be present in some part of the background or inside the object. 
For this reason, an object map, representing the pixels the 
object is made of, is derived by the comparison between the 
motion field and the edge map.  

The image area belonging to the background is detected 
applying a region growing procedure using as seeds the pixels 
in which the motion field is negligible. In correspondence to 
the region map points the motion field is then set to zero and 
the brightness of the images are set to the same value, 
producing a new image sequence. Moreover, the edge map is 
upgraded removing those edges lying on the region map. The 
above actions are iteratively repeated until the object and the 
background are completely resolved. 

A. The Algorithm    
The algorithm is made of cooperating procedures that 

perform four basic tasks: optical flow estimation, moving 
object detection, edge segmentation and region growing. 
These procedures are iteratively applied in order to refine the 
image of the extracted objects.  

The procedure developed for the optical flow estimation 
belongs to the class of differential methods [20] in the sense 
that it exploits the spatial-temporal variations of brightness. It 
is an improved version of the optical flow estimator reported 
in [21]. Differential methods are generally based on the 
following equation which should hold true for every point of 
the images:  

 
),(),( 01 vdtyudtxIyxI tt −−≈  (1) 

 
where ),( yxI t  represents the brightness of a generic point p  

located at coordinates ),( yx  at time t , whereas u  and v  
represent the unknown velocity components of p . Thus, it is 
necessary to impose other constraints in order to resolve the 
problem (aperture problem) [22]. To this end, let consider the 
square lattice derived skipping, for example, all even rows and 
columns of the image starting from the pixel at location 

),( 00 ji  in Fig. 1. The motion values corresponding to this 
pixel subset, marked as black dots, are considered as 
unknown. The motion values of all the other pixels, the grey 
dots, can be expressed interpolating the values corresponding 
to the neighbours belonging to the lattice. The interpolation 
relations represent the additional constraints considered in 
order to make the problem tractable. 

 

 
Fig. 1 Lattice scheme 

 
The motion field is thus derived minimising the functional   

that express the brightness difference between the image *
1I , 

built applying the motion field to the first image of the 
sequence, and the second image: 

 

( )∑ ∑ −=
−=

=

−=

=

1

0

1

0

2
1

*
1 ),(),(

mi

i

nj

j
jiIjiIE , (2) 

 
where m, n are the vertical and horizontal sizes of the images 
expressed in pixels. Let jiSv ,  and jiSo ,  respectively be the 

motions along the vertical and the horizontal axis related to 
the pixel of coordinate ),( ji , the brightness intensity ),(*
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    Equation (3) could be used for calculating the brightness 
variation caused by any magnitude of movement, but it is no 
longer valid if the distance between pixel ),( ji  and the edge 
of the object, which is opposite the direction of movement, is 
less than the shift. Defining as ),( jierr  the difference 

between the calculated brightness ),(*
1 jiI  and the real one it 

follows that: 
 

),(),(),( 1
*

1 jiIjiIjierr −= . (4) 
 
Combining (2) with (3) yields: 
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The coefficients jijijiji dcba ,,,, ,,,  depend on the brightness 

value of the pixels involved in the motion. The second order 
term plays a particularly important role as (5) is still useful in 
cases where the brightness gradient is null. The optical flow is 
obtained by minimising the following functional: 
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The minimisation process of the above functional is 

performed with an iterative algorithm described in [21]. In 
order to make equal the contribution of every pixel to the flow 
estimation, each pixel should be considered at least once as 
point of the lattice. This can be done by using four different 
lattice positions, at coordinates ),( 00 ji  )1,( 00 +ji  

)1,1( 00 ++ ji  ),1( 00 ji + . Hence, the optical flow 
determination results from the four independent minimisation 
problems equivalent to the original one. They differ from each 
other in the lattice position only. The achieved fields are 
smoothed and averaged, yielding a single motion field. It 
should be noticed that for the purpose of the segmentation, is 
not useful to get an accurate motion field at every step. Hence, 
the minimisation process is stopped after few iteration. The 
main reason for the early stopping the optical flow estimation 
procedure is that the real motion could regard the whole 
image. The preliminary estimation of motion will produce 
significant values of velocity in correspondence to points 
characterised by a higher brightness gradient. Hence, when an 

object stands out against the background, its contour is surely 
characterised by a significant motion. For the reason 
explained in the follows, the processed image sequence is 
upgraded every time the optical flow estimation procedure 
restarts. The resulting motion field is used as input for the 
object detection procedure.  

The next stage of the presented method is devoted to the 
detection of motion field zones which can be considered as 
moving objects. This task is accomplished aggregating 
adjacent pixels characterised by non null values of the 
velocity that are congruent with a rigid motion. These zones 
are labelled in an object map and thus refined using 
information derived from the edge detection procedure. This 
procedure computes the brightness gradient of each pixel with 
his neighbours. If it is greater than a threshold value, the pixel 
is marked as edge, producing an edge map EM . Let 

)1,(),(),( −−= jiIjiIjixG  and ),1(),(),( jiIjiIjiy −−=G  

the components of the brightness gradient vector G , EM  is a 
binary image built with the following rule: 

 
 1),( =jiEM   if  T≥|| G  
 0),( =jiEM   otherwise, 
 

where T  is the threshold value. The threshold value has 
generally a crucial influence on the results of all edge 
detection procedures for image segmentation and there are 
many methods for the calculation of a suitable value [23], 
[24]. It is assumed that the brightness differences across the 
boundary between the object and background are generally 
higher than many of the differences within the background. 
Hence, a suitable value can be calculated in such a way to let a 
small number of still detectable edges on the background. 
Since at the beginning the background is not defined yet, the 
initial threshold value is thus calculated off cycle and results 
from the brightness difference distribution of pixels located on 
a narrow border strip of the image. This choice is due to the 
assumption that the focused object is almost completely 
surrounded by the background. The value is calculated setting 
that no more than a fixed percentage of the considered pixels 
(typically 0.1%) have a brightness difference exceeding that 
value. In any case, the threshold value can not be lower than 
6, because this value is the lowest reasonably brightness 
difference perceptible by a human eye for 256 grey-levels 
images. The first edge map EM  is built using the initial 
threshold value and a first boundary map is derived marking 
all the pixel of the edge map between the first and the last 
detected edge for every row and column. The unmarked areas 
of the boundary map represent a first evaluation of regions 
that likely belong to the background, and are used for 
evaluating a new threshold value that results from a more 
significant pixel set. The edge map is employed to better 
define the contour of the objects detected by the moving 
object detection procedure.  

A new motion field is produced assigning to all the pixels 
of each object motion values congruent with its corresponding 



International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:1, No:12, 2007

3995

 

 

rigid motion. Further information for improving on the 
background definition are obtained applying a region growing 
technique to the image.  

Many techniques of region growing for image segmentation 
can be found in literature [25]-[29]. They generally differ 
from each other in the similarity criterion. A weak point of 
seeded region growing procedure is the choice of the number 
and location of seed points. In the presented method, 
information derived by the optical flow procedure provide a 
reasonable criterion for this choice. In fact, the seeds are 
located in correspondence to the pixels that not belong to 
moving objects and, at the same time, have negligible motion. 
The similarity criterion considered is based on the pixel 
brightness. When the brightness difference between a pixel 
not belonging to a moving object and an adjacent region is 
less than a threshold value, the pixel is aggregated to the 
region. Region growing and edge detection procedures have 
the same threshold value. Since the regions grow from seeds 
located in pixels where the motion field is either null or 
negligible, the regions should progressively cover the 
background. Hence, the motion field is set to zero in 
correspondence to the pixels belonging to the current region 
map. Furthermore, the region map is also used for 
recalculating a more effective threshold value based on a 
progressively wider and more significant data domain. That is, 
the new threshold value is obtained from the brightness 
difference distribution of the image pixels located on the 
region map. The resulting motion field is compared with the 
one calculated at the previous iteration cycle. If the value of 
the functional expressed by (6) computed on the motion field 
at the generic step k is lower than the previous one, that is 

1−< kk EE , the new field is accepted and the unmarked area of 
the region map represents an intermediate solution to the 
problem. In the latter case, the brightness value of the pixels 
of the second image 1I  belonging to the region map is set 
equal to the correspondent one of the first image 0I . In this 
way, the next image sequence to be processed is approximated 
to the case where the background is still. Hence, the algorithm 
restarts a new iteration cycle using the accepted motion field 
as initial point for the optical flow estimation. The algorithm 
stops when the decrease of the functional E  is less than a 
prefixed value. 

To exploits information provided by the optical flow 
estimation for image segmentation, is motivated by the 
assumption that an object stand out against a plain 
background. The adopted strategy that merges also the cues 
provided by edge detection and region growing procedures, 
permits to obtain good results also in other situation as it is 
shown in the following section. 

III. EXPERIMENTAL RESULTS 
A set of experiments has been carried out in order to test the 

effectiveness of the presented method. Three images from the 
Columbia COIL image database are shown in Fig. 2(a). A test 
on these images is reported in [4] but with a different aim. 

They are a good example for the purpose of the presented 
method that is to extract the whole object. The objects are 
shown on an apparently plain background and are 
characterised by a substantial intensity gradient across their 
faces. Moreover, some of their boundaries have brightness 
comparable with the background. Although the edges of the 
bottom of the cup and the right side of the pot are almost 
imperceptible, the extracted objects are well defined as can be 
noticed from the images in Fig. 2(b).  

 

   
(a) 

 

   
(b) 

 
Fig. 2 (a) Three images from the COIL data base,  

 (b) extracted objects 
 
The following sequences have been acquired by means of a 

common mobile videophone, with a resolution of 144x144 
pixels, but the developed method do not pose any constraint 
on the image size. From each sequence, about two seconds 
long, two images have been extracted. All the sequences have 
been shot indoor, with both natural and electric light. The 
reported cases differ in terms of number, shape and size of the 
focused objects, and of background texture. 

 In the first set of scenes (wall clock, painting, and cup) 
only a single object is focused as it can be seen in Fig. 3(a). 
The background is characterised by different textures. 
Precisely, there are two types of wallpaper background for 
wall clock and painting and the scenes have been filmed with 
natural light. The coffee cup is on a wooden table and the 
scene has been filmed with electric light coming from the left. 
In this case, the background is characterised by a wood grain 
texture. The images of the extracted object are shown in Fig. 
3(b). The conventional background has been represented in 
white. As can be noticed the segmentation is well performed. 
The contour of the extracted object does not appear perfectly 
regular only in those parts where the boundary is not sharp.  

In the second set (statue, paintings, and books) more 
objects are focused as it can be seen in Fig. 4(a). The 
background is of wallpaper type in the first two cases (natural 
light) whereas a wood grain texture characterises the 
background of the last example (electric light). All the objects 
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extracted are grouped in a single image for sake of simplicity, 
as it can be seen in Fig. 4(b). 

 

   
(a) 

   
(b) 

 
Fig. 3 (a) Single object on variously textured background, 

(b) objects extracted with the proposed method 
 
 

   
(a) 

   
(a) 

 
Fig. 4 (a) Multiple objects on variously textured background,  

(b) objects extracted with the proposed method 
 
In statue, the scene also includes a portion of a picture 

frame and both objects are correctly extracted. The small 
portions of background in the statue are not errors. In fact, as 
already said in section II, information produced by optical 
flow estimation are used to group all the parts an object is 
made of. So that, any portion of background completely 
surrounded by an object is considered belonging to the object 
itself. The region growing procedure, devoted to the 
background detection, does not allow regions to expand 
themselves inside the objects. Anyway, the retrieval task is not 
affected because the image indexing is performed using 
images extracted with the same method. 

The segmentation is well performed also when there are 
multiple focused objects in the scene, as can be seen for 

paintings and books. The two smaller paintings are detected as 
a single object because they are too close each other, whereas 
the small statue on the right lower part has been isolated from 
the nearby painting. All the objects in books are correctly 
resolved.  The irregularities in some parts of the books 
contour are due to the brightness similarity between their 
covers and the table. 

 

   

   
(a) 

   

   
(b) 

 
Fig. 6 (a) Outdoor scenes from the Berkeley Segmentation Dataset 

and the USC-SIPI Image Database, (b) extracted items 
 
The method achieves satisfactory results also in outdoor 

scenes, provided that the background is not highly contrasted 
and the objects stand out against it. Some images from the 
Berkeley Segmentation Dataset and the USC-SIPI Image 
Database are reported in Fig. 6(a). The results can be 
considered more than satisfactory in particular for the three 
images in the bottom row where the background brightness is 
not uniform. 

IV. CONCLUSION 
In this paper a method for the automatic object extraction 

from a photo or a short video sequence of focused objects has 
been described. 

The presented strategy is based on the cooperation of 
optical flow estimation, edge detection and region growing 
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algorithms.  
Several tests have been carried out for verifying the method 

performances. Some of the reported exampled consists in 
scenes that have been filmed with a common videophone, 
with natural or electric light. The other included tests have 
been carried out on images from the Columbia COIL image 
database, the Berkeley Segmentation Dataset and the USC-
SIPI Image Database. 

No smoothing procedures or filters have been applied to 
reduce the noise in the processed images. The included tests 
results show the effectiveness of the method for different 
background types, shape and sizes of the objects. Good results 
have been achieved also in the case of multiple objects and 
variously textured background.  

This research has been conducted as part of a wider project 
about methodologies and tools for video/image indexing and 
retrieval by content. 
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