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Abstract—In face recognition, feature extraction techniques 

attempts to search for appropriate representation of the data. However, 
when the feature dimension is larger than the samples size, it brings 
performance degradation. Hence, we propose a method called 
Normalization Discriminant Independent Component Analysis 
(NDICA). The input data will be regularized to obtain the most 
reliable features from the data and processed using Independent 
Component Analysis (ICA). The proposed method is evaluated on 
three face databases, Olivetti Research Ltd (ORL), Face Recognition 
Technology (FERET) and Face Recognition Grand Challenge 
(FRGC). NDICA showed it effectiveness compared with other 
unsupervised and supervised techniques. 

 
Keywords—Face recognition, small sample size, regularization, 

independent component analysis. 

I. INTRODUCTION 
VER the past decades, biometrics authentication 
technology has been widely developed for security 

purpose. Among these technologies, face recognition has 
gained considerable attention in recent years. There are 
numerous applications of face recognition such as in 
government use and commercial use, e.g. access control, 
surveillance purpose, banking etc. Compared with other 
biometrics technologies such as iris authentication, finger 
authentication and etc, there are some reasons for its extensive 
attention. Face recognition is an authentication system which 
does not require expensive and advance devices. Furthermore, 
it is contactless as the authentication process can be done 
without voluntary action from the users. 

Normally, illumination, pose, lighting and facial expression 
are the variants that result system performance degradation. 
Many approaches have been applied on the face recognition for 
better improvement [1]-[5]. Generally, face analysis 
approaches could be classified into three categories such as 
holistic approach, feature-based approach and hybrid approach. 
Holistic approach makes use of the global information which 
derived from facial image pixels. The representative examples 
of holistic approach are Principal Component Analysis (PCA) 
by Kirby and Sirovich (1988) [6] and Linear Discriminant 
Analysis (LDA) which proposed by Peter N. Belhumeur et al. 
in 1997 [7]. Feature-based approach adopts local features of the 
face for data learning. These local features include eyes, nose, 
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mouth, chin and head line. Elastic Bunch Graph Matching 
(EBGM) is one of the famous feature-based approaches which 
proposed by Wiskott, L et al. (1997) in face recognition [5]. 
Hybrid approach utilizes both holistic and feature-based 
approaches. The idea of this hybrid approach is that human 
facial shares the same basic features such as nose, mouth but 
challenging in distinguish the characteristics which are not 
present in other face component such as forehead and chin. 
Neither holistic nor feature-based approach could analyse these 
two features at a time. Hence, hybrid approach has the 
capability to perform this computation. One of the face 
recognition algorithm based on hybrid approach is proposed by 
Shiladitya Chowdhury et al. (2010) [8]. They were using 
generalized two-dimensional Fisher’s Linear Discriminant 
method. The method adopts maximization of class separability 
from both the row and column directions simultaneously and 
yields much smaller image feature matrix. 

PCA is one of the popular appearance-based techniques in 
the face recognition. PCA is also known as Eigenfaces. By 
using eigenspace decomposition of covariance matrix which 
derived from the training sample, PCA approximates linearly 
independent basis of face subspace. In PCA analysis, the whole 
face image is taken as a whole. This leads to the image variation 
from the same person (within-class scatter) could be larger than 
the image variation of face identity (between-class scatter). 
Usually, this within-class variation is induced by varying 
illumination, pose or facial expression of the individual. Based 
on this observation, PCA is enhanced through adopting 
discriminant criterion. This enhanced technique is known as 
LDA. LDA defines a projection which maximizes the 
between-class scatter and minimize within-class scatter. 
However, the decorrelation of input data is based on 
second-order statistics and ignoring higher order information. 
In face recognition, it is believed that there are some significant 
information contained in the higher-order relationship of image 
pixels. Therefore, ICA is proposed. 

Independent Component Analysis (ICA) is another 
technique used in face recognition. ICA is a technique to 
separate independent component from a mixed source. It uses 
high order statistics as presented in [3]; ICA has two 
architectures, Architecture I and Architecture II. ICA 
Architecture I is an algorithm where the images are treated as 
variables and pixels are the observations. It focused on spatially 
localized features. For ICA Architecture II, it treats images as 
observation and pixels as variable. It is mainly focused on 
global features. There are several extensive researches on ICA 
face recognition [9]-[11]. 
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In face recognition process, feature extraction is one of the 
main tasks for data learning. It attempts to search for the most 
appropriate representation of the data. However, face 
recognition often suffers from small number of available 
training samples as compared to dimensionality of the sample 
space. To deal with this situation, a regularization method is 
introduced. There are several research been proposed by 
adopting the regularization method such as [12], [13]. 

Inspired by these works, we propose a method called 
Normalization Discriminant Independent Component Analysis 
(NDICA). This technique forms a Laplacian matrix according 
to the information that obtained from the correlation 
coefficients between images. Then a weighting function based 
on the eigenvalues derived from the Laplacian matrix is defined 
and the input data will be regularized. The regularized input 
data will then been processed using independent component 
analysis. The experiment is tested on three face databases: 
Olivetti Research Ltd (ORL), Face Recognition Technology 
(FERET) and Face Recognition Grand Challenge (FRGC). The 
result shows its effectiveness. 

II. INDEPENDENT COMPONENT ANALYSIS (ICA) 
ICA is an unsupervised technique which separates the 

independent sources from a mixture. It aims to obtain basis 
vectors based on statistically independent variables. The 
general model of ICA is as in (1): 

 
X = AS                               (1) 

 
where A represents unknown mixing matrix, S represents 
unknown source signal and X represents observed mixtures. In 
this case, it is assumed that the source signals are statistically 
independent and non-Gaussian and observed mixtures is the 
only information to have. In ideal condition, mixing matrix A 
can be inversed. Based on these assumptions, separation 
matrix, W, is also inverse of A. If the estimation of separation 
matrix is accurate, then a good approximation of source signal 
will be obtained.  

 
U= WX = WAS and 1−= AW                    (2) 

 
where U is the independent source signals. 

 

 
Fig. 1 Blind source separation model 

There are numbers of algorithms to perform ICA. One of the 
famous algorithms that been studied is approached by Barlett et 

al. [3]. In the study, two different algorithms are presented for 
face recognition, ICA Architecture I and ICA Architecture II.  

A. ICA Architecture I 
In this approach, it is mainly for localized tasks whereby 

only small part of the image is taken part and this produced 
spatially localized features. It had been argued that this 
architecture performed better as it implements recognition by 
parts. Hence, ICA Architecture I is aims to find basis images 
that are statistically independent.  

 

 
Fig. 2 Architecture I image synthesis model 

B. ICA Architecture II 
While ICA Architecture I aim for localized features, ICA 

Architecture II is aims to produce global features. This 
approach is to find a coefficient for the input data which is 
statistically independent. Hence, ICA Architecture II used 
Factorial Face Code to accomplish the goal. 

 

 

Fig. 3 Architecture II image synthesis model 
 

In Architecture II, the pixels are treated as variables and 
images are observations. This results the column of A = 1−W  
as a set of basis image. Column of U contains a set of 
independent coefficient of basis images in A for reconstructing 
image in X. Therefore, U is a factorial code representation. 

 
III. NORMALIZATION DISCRIMINANT ICA (NDICA) 

In real world, the facial images are derived from high 
dimensional and exposed to different kinds of variations such 
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as light, illumination etc. In order to have an effective face 
recognition, dimensional reduction is applied to the high 
dimensional facial images. For better performance, one 
technique should be produced low variation of the same facial 
within-class scatter and large variation between-class scatter.  

In this paper, we propose a new technique called 
Normalization Discriminant ICA (NDICA) to obtain most 
appropriate and reliable information from the data. As 
mentioned before, a low variation within-class scatter and large 
variation between-class scatter lead to good performance in 
recognition.  

We learn the information from correlation coefficient 
between the images to seek data relation. These coefficients are 
the weight on each edge of the adjacent data pairs. In our case, 
we use binary to denote the weights. 

 
   W = { }jkW is weight matrix 

 

⎭
⎬
⎫

⎩
⎨
⎧

=
                                                    otherwise   0

clas same  the  tobelonged are  and  if    1 sxx
W kj

jk
   (3) 

 
and binary Laplacian,  binL is denoted as  

 

binL  = D – W                                   (4) 
 

where D = { }jkW∑ . Based on the eigenvalues, v  of the 

Laplacian scatter matrix TXXLbin , binL  is being used to 
evaluate the localized features of the data.  

 

iiibin vv ϕ=TXXL                            (5) 
 

in which  iϕ  are the eigenvalues of the corresponding 

eigenvector, iv . The eigenvectors iv forms the eigenspace, 

]...[V ,2,1 nvvv= . 

Fig. 4 illustrates the descending order of the plot of 

iϕ correspond to eigenvectors, iv . It shows that the 

within-class variability is maximized when the value of iϕ  that 

corresponding to the eigenvectors, iv  is optimized. Hence, the 
eigenvectors need to be regularized with the smaller weights to 
minimize the variation within-class. The smaller value of 

iϕ indicates the minimal of within-class variation. 

 

Fig. 4 Plot of iϕ  
 
The space V is decomposed into two subspaces, outlander 

subspace which represent low locality preserving capability 
and dominant subspace which represent high locality 
preserving capability. Fig. 5 illustrates the decomposition of 
space V. 

 

 
Fig. 5 Decomposition of space V 

 
Upper quartile (Q3) and interquartile range (IQR) is applied 

to separate the outlanders from the data set. The outlander fence 
is defined as  

 
)*5.13( IQRQfenceoutlander += αϕ                (6) 

 
where Q3 indicates the lowest 75% of the total of ϕ  and α is 
scaling parameter. The end point of outlander space, q is 
defined as 

 

fenceoutlander q ϕϕ ≈                            (7) 

 
Based on the locality preserving regulation model above, we 
defined a weight function as in (8): 
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Fig. 6 Weight function of iΩ  
 

Fig. 6 shows the weight scaling, iΩ  increases 

proportionally until q and remains constant at antdoV min  . Then 

the eigenvectors, iv is regularized by dignified 
eigenvalue-based weight: 
 

d
iiivV 1][~
=Ω=                             (9) 

 
By using the weight function and eigenvectors, the input data 

is regularized as in (10): 
 

XVX T~~ =                            (10) 
 

where X  are the input data. This regularization process 
produces more localized features which are better for 
dimension reduction.  

A. NDICA I 
In NDICA, with more localized features that produced 

previously, we adopt the features into ICA Architecture I and 
Architecture II. Instead of using the original input face images, 

X, we use X~ , the input images after regularized. 
In NDICA I, the algorithm is carried out where R be a p by m 

matrix where m is the eigenvectors of a set of n face images and 
p is the number of pixels in training sample. The input images 
in the row are treated as variables and the pixels in the column 
are observations, ICA Architecture I is performed on TR . It 
aims to seek for statistically independent basis images. 

Therefore, regularized data, X~  are the variables and pixels are 
the observation.  

A set of independent basis image in the rows of U is 
computed as  

 
TRWU *=                              (11) 

 

Let C be the PCA coefficient,  
 

                      RXC T *~=       

           RXV TT *)*~(=                             (12) 
 
Therefore, ICA coefficient matrix is computed as  

 
   1* −= WCB  

1**)*~( −= WRXV TT             (13) 

B. NDICA II 
In NDICA II, it is different from Architecture I as it treated 

pixels as variables and X~ as observations. Hence, the 
statistically independent coefficient can be formulated as  

 
TCWU *=                          (14) 

IV. EXPERIMENTAL RESULT 
Three face databases, namely Olivetti Research Ltd (ORL), 

Face Recognition Technology (FERET) and Face Recognition 
Grand Challenge (FRGC) databases are adopted to evaluate the 
performance of the proposed technique. ORL database contains 
40 individual and each of them has 10 images which vary in 
different environment such as lighting, facial expression or 
even taken under dark homogenous background. FERET 
database is a large database which contained images of 1199 
individuals. It has seven categories of different face pose. In 
this work, we adopt a subset of FERET database that comprises 
100 subjects with 10 images per subject. For FRGC database, it 
is capable for testing under uncontrolled environment. In this 
work, we adopt a subset of these databases. 100 individuals 
with 10 images of each are randomly selected from FERET 
database; while 150 individuals with 10 images of each are 
chosen from FRGC database. From each database, 5 images of 
each individual are used for training and the remaining 5 
images of each are used for testing.  

This experiment is to seek the most optimal parameter of 
NDICA I and II. As observed in (6), α is a free parameter that to 
be determined. Hence, ORL database is used to determine the 
best value of α. Table I shows the average error rate of NDICA 
I and NDICA II on the ORL database with dimension, t = 10 
against different α values. The result shows that NDICA I and 
NDICA II have the minimal average error rate when α = 5.  

 
TABLE I 

AVERAGE ERROR RATE OF NDICA I AND NDICA II WITH DIFFERENT ALPHA 
VALUE ON ORL DATABASE  

Alpha α NDICA I NDICA II 
1 7.377 37.890 
2 6.040 26.990 
3 6.189 17.164 
4 5.094 38.167 
5 4.927 6.246 
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Therefore, α = 5 will be adopted on the subsequent 
experiment on NDICA I and NDICA II. 

 
TABLE II 

PERFORMANCE IN TERMS OF ERROR RATE ON ORL DATABASE 
Method Feature  Dimension  Error Rate 

PCA 20 11.76 
LDA 39 6.96 
ICA I 20 13.99 
ICA II 7 14.4 

NDICA I 20 4.73 
NDICA II 8 5.5 

 
TABLE III 

PERFORMANCE IN TERMS OF ERROR RATE ON FERET DATABASE 
Method Feature  Dimension  Error Rate 

PCA 80 40 
LDA 99 39 
ICA I 50 39.2 
ICA II 30 38.2 

NDICA I 9 28.1 
NDICA II 10 28.6 

 
TABLE IV 

PERFORMANCE IN TERMS OF ERROR RATE ON FRGC DATABASE 
Method Feature Dimension  Error Rate 

PCA 110 49.44 
LDA 149 40 
ICA I 130 37.7 
ICA II 7 36.3 

NDICA I 9 23.5 
NDICA II 10 25.2 

 
From the result, we can observe that our algorithm is 

outperformed than other algorithms. The regularization process 
has improved the performance of the ordinary ICA. This 
proved that regularization is able to minimize within-class 
variation and the result is promising in the feature extraction. 

For class discriminant function, LDA employs both 
within-class and between-class information for feature 
extraction. The main criterion in NDICA is regularized the 
input data to obtain the minimal within-class variation before 
utilize for feature extraction and thus showed that 
regularization feature does brings its effectiveness. 

From the result, it is observed that unsupervised and 
supervised techniques such as PCA and LDA only able to 
identify the feature at high projection, but NDICA could 
determine the features at very low dimension. 

V.  CONCLUSION 
In this study, we have explored feature extraction technique 

on ICA based on regularization technique which called 
Normalization Discriminant ICA (NDICA). Experiment had 
been carried out on the images which vary in face pose, 
illumination, facial expression etc. It shows promising result 
over PCA, LDA, ICA I and ICA II on ORL, FERET and FRGC 
databases. This proved that the proposed algorithm performed 
high locality preserving capability on small number of 
extracted features. 
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