
International Journal of Engineering, Mathematical and Physical Sciences

ISSN: 2517-9934

Vol:5, No:1, 2011

43

 

 

  
Abstract—Next Generation Wireless Network (NGWN) is 

expected to be a heterogeneous network which integrates all different 
Radio Access Technologies (RATs) through a common platform. A 
major challenge is how to allocate users to the most suitable RAT for 
them. An optimized solution can lead to maximize the efficient use 
of radio resources, achieve better performance for service providers 
and provide Quality of Service (QoS) with low costs to users. 
Currently, Radio Resource Management (RRM) is implemented 
efficiently for the RAT that it was developed. However, it is not 
suitable for a heterogeneous network. Common RRM (CRRM) was 
proposed to manage radio resource utilization in the heterogeneous 
network. This paper presents a user level Markov model for a three 
co-located RAT networks. The load-balancing based and service 
based CRRM algorithms have been studied using the presented 
Markov model. A comparison for the performance of load-balancing 
based and service based CRRM algorithms is studied in terms of 
traffic distribution, new call blocking probability, vertical handover 
(VHO) call dropping probability and throughput. 
 

Keywords—Heterogeneous Wireless Network, Markov chain 
model, load-balancing based and service based algorithm, CRRM 
algorithms, Beyond 3G network. 

I. INTRODUCTION 
UE to the coexistence of different RATs, NGWN is 
predicted to be heterogeneous in nature and to integrate 

different RATs such as UMTS Terrestrial Radio Access 
Network (UTRAN), GSM/EDGE Radio Access Network 
(GERAN) and Wireless Local Area Network (WLAN) 
through a common platform. Each RAT has particular and 
different characteristics in capacity, coverage area, cost of 
service, security and QoS levels provided to subscribers. 
Using a multimode User Equipments (UE) in a heterogeneous 
wireless network will allow the subscriber to be able to have 
access to the wireless network through any of the available 
RATs. 

The motivation in NGWN comes out from the fact that no 
single RAT could support widespread coverage and provide 
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continuous high QoS levels over multiple smart areas, e.g. 
office, cafe, public smart areas, etc. [1]. In this case, multiple 
access networks that come from different technologies are 
spread in the same geographical space. The 3rd Generation 
Partnership Project (3GPP) has proposed an interconnected 
heterogeneous wireless network Beyond 3G (B3G) 
architecture which interconnects GERAN, UTRAN and 
WLAN. More details about B3G architecture is described in 
Section II. In B3G network, the need for CRRM is required to 
provide the demanded QoS and to support the efficient use of 
radio resources. CRRM will support the integration over 
existing wireless network systems [2], [3]. A suitable CRRM 
algorithm can maximize system performance and QoS by 
allocating users to the most suitable RAT when two or more 
RATs are co-located in the same area. A number of RAT 
selection algorithms have been proposed in the literature [4]. 
The load-balancing based and service based CRRM 
algorithms are studied in this paper. In the load-balancing 
based CRRM algorithm, users are always allocated to the least 
loaded RAT [5], [6]. However, in the service based CRRM 
algorithm, users will be allocated based on service types and 
network properties [7], [8]. 

The user level Markov model is used to analyze the 
probabilities of a single user being in different states. In the 
User Level Markov model, it is assumed that the network 
capacity is sufficient to serve the user. 

The rest of the paper is organized as follows. Section II 
presents the architecture of heterogeneous B3G network. 
UTRAN is integrated with GERAN and WLAN. In Section 
III, the Markov model is presented. The load-balancing based 
CRRM algorithm is studied in Section IV. In Section V, the 
service based CRRM algorithm is studied. A comparison for 
the performance of load-balancing based and service based 
CRRM algorithms is presented in Section VI. Load-balancing 
based and service based CRRM algorithms are evaluated in 
terms of traffic distribution, new call blocking probability, 
VHO call dropping probability and throughput. Finally, 
conclusions are drawn in Section VII. 

II.   HETEROGENEOUS BEYOND 3G NETWORK ARCHITECTURE 
The heterogeneous B3G network is expected to propose an 

open and flexible architecture to support different wireless 
access technologies and provide services and application with 
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different QoS demands [2]. Various Radio Access Networks 
(RANs) will be interfacing the common core network. Fig. 1 
presents the architecture of the heterogeneous B3G network. 
The core network infrastructure is composed to Circuit 
Switched (CS) and Packet Switched (PS) domains that are 
connected to the different wireless access technologies. The 
CS domain contains a Mobile Switching Centre (MSC) that it 
is interconnected with all Radio Network Controllers (RNCs) 
in UTRAN via Iu_CS interfaces and all Base Station 
Controllers (BSCs) in GERAN via A/Iu_CS interfaces. The 
MSC allows the interconnection with the external fixed 
networks, Public Switched Telephone Network/Integrated 
Services Digital Network (PSTN/ISDN). The PS domain 
contains Serving GPRS Support Node (SGSN) and Gateway 
GPRS Support Node (GGSN) that are interconnected via Gn 
interface. The SGSN handles the mobility management 
functions for all packet switched data. It is responsible for the 
delivery of data packets, from and to the UE within its 
geographical service area. SGSN is interconnected with all 
RNCs in UTRAN via Iu_PS interfaces, all BSCs in GERAN 
via Gb/Iu_PS interfaces and all APCs in WLAN via Wr 
interfaces. The GGSN allows the interconnection with the 
external IP networks (internet). 
 

 
Fig. 1 Heterogeneous Beyond 3G Network Architecture. 

 
The UTRAN infrastructure contains different entities called 

Radio Network Subsystems (RNSs) that allow the connection 
of the mobile terminal to the core network. Each RNS 
contains a number of Nodes B and one RNC that are 
interconnected via IuB interfaces. The RNC controls the 
available resources at Nodes B and allocates and de-allocates 
them depending on the service needs. It controls the handover 

procedures between the Nodes B that are connected to it. 
Node B is connected to the UE through a radio interface Uu 
and it handles the radio transmission procedures. It is 
composed of one or several cells, each cell has Cell ID. 

The GERAN infrastructure contains different entities called 
Base Station Subsystems (BSSs) that are connected to the core 
network. Each BSS contains one BSC and several BTSs that 
are interconnected via Abis interfaces. The BTS is connected 
to the UE through a radio interface Um and handles the radio 
transmission procedures. The BSC is the node responsible for 
controlling the use of the radio resources in the BTSs. The 
BSC is interconnected with the core network. It controls the 
handover between the BTSs. 

WLAN is composed of different entities constituted by an 
Access Point Controller (APC) and a set of stations denoted as 
Access Points (APs). The APC has the role of RNC in 
UTRAN and BSC in GERAN. It is responsible for controlling 
the use of the radio resources in the APs. The APC is 
interconnected with the core network. The AP is connected to 
the UE through a radio interface Uw and handles the radio 
transmission procedures. 

III.   USER LEVEL MARKOV MODEL 
In this section, a user level Markov model is presented. A 

user in the system can be in one of the following six states: 

• State 0:  Not connected. User is idle. 

• State 1: Inside the hotspot area and connected to GERAN. 

• State 2: Inside the hotspot area and connected to UTRAN. 

• State 3: Inside the hotspot area and connected to WLAN. 

• State 4: Outside the hotspot area and connected to GERAN. 

• State 5: Outside the hotspot area and connected to UTRAN. 

Fig. 2 shows the user state transition diagram. Let P0, P1, P2, 
P3, P4 and P5 be the probabilities of a user being in State 0, 1, 
2, 3, 4 and 5 respectively. The steady state probability 
transition matrix is: 
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where 10 ≤≤ ijP  for i, j = 0,1,2,3,4,5. 

The sum of each row of the matrix is 1: 

 1
5

0

=∑
=j

ijP , for i = 0,1,2,3,4,5.  (2) 

P00 is the probability of the system staying in State 0 where 
a new user doesn’t arrive. P01, P02 and P03 are the probabilities 
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of the new arrival user being allocated to GERAN, UTRAN 
and WLAN respectively inside the hotspot area. P04 and P05 
are the probabilities of the new arrival user being allocated to 
GERAN and UTRAN respectively outside the hotspot area. 
P12, P13, P14, P15, P21, P23, P24, P25, P31, P32, P34, P35, P41, P42, 
P43, P45, P51, P52, P53 and P54 are the VHO probabilities. P11, 
P22, P33, P44 and P55 are the probabilities that an on going call 
stays in the RAT that is currently serving it. 

 
Fig. 2 User state diagram. 

 
The steady state probabilities can be worked out by solving 

the following equation [9]: 

 π = πP,   (3) 

where π is the state probability vector given by π = [P0, P1, P2, 
P3, P4, P5]. Since a user can only be in the six states at any 
point in time, 

 P0 + P1 + P2 + P3 + P4 + P5 = 1  (4) 

A user level Markov models is studied in Section IV and 
Section V for both load-balancing based and service based 
RAT selection algorithms. 

IV.   LOAD-BALANCING BASED CRRM ALGORITHM 
Note: This section is based heavily on [13] (co-authored by 

the author of this paper). The results and figures presented are 
drawn from the earlier paper and are presented here for the 
purpose of allowing clearer comparison with alternative 
approaches, particularly those described in Section VI. 

In this section, a load-balancing based CRRM algorithm is 
studied using the Markov model. Load-balancing based 
CRRM algorithm aims to distribute traffic load between all 
available RATs in a heterogeneous wireless network. 
Balancing load between all available RATs offers an efficient 
utilization of the radio resources [10], [11]. Traffic load could 
be continuously balanced [10], balanced at a specific part of 

time [11], or balanced while a specific load threshold is being 
reached [12]. Also in a heterogeneous wireless network, load-
balancing could be forced or unforced. Reference [13] 
proposed  a user level Markov model for load-balancing based 
CRRM algorithm in a simple and complex scenario. A multi-
access cellular network is shown in Fig. 3. It is considered that 
users can move inside and outside the hotspot area.  
 

 
Fig. 3 Multi-Access Cellular Network. 

 
The following definitions were made. Pnew is the probability 

of a new call arrives. Pterm is the probability of an existing call 
is terminated. Pin is the probability of a user residing in the 
hotspot area. Pout is the probability of a user residing outside 
the hotspot area, where Pout = 1 - Pin. Pnew_h is the probability 
of a new call arriving in the hotspot area, where Pnew_h = Pnew × 
Pin. The probability of a new call arriving outside the hotspot 
area is then to be Pnew × Pout. Pex is the probability of a user 
exiting the hotspot area during a session. Pen is the probability 
of a user entering the hotspot area during a session. 

In a load-balancing based CRRM algorithm, users are 
allocated to the least loaded RAT. LG, LU and LW were defined 
as the loads of GERAN, UTRAN and WLAN respectively. 
The following weighting parameters were introduced:  
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It is assumed that new calls arrive according to the Poisson 
process with a mean arrival rate of λ. Call duration Tcall is 
exponentially distributed with a mean of 1/µ. The call 
completion rate is µ. If we set the time unit of user state 
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transition diagram to be the same as call arrival and 
completion rate, the call completion probability is: 

 Pterm = µ. (10) 

The new call arriving probability is: 

 Pnew = λ. (11) 

The steady state probabilities are as follows: 

  )P+P ( / P = P newtermterm0 , (12) 
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  P×)P-(1×P+P×b×       

)P-(1×)P-(1+P×b×P=P

5termenin

exterm0new_h2 , (14) 

  P×c×)P-(1×)P-(1+P×c×P=P inexterm0new_h3 , (15) 

 

    ))P-(1×P×c-(1 / )P×a×       
c+P×a×c+)P×a×)P-(1×       

)P-(1+P×a×(P×c+P×a×(c=P

termen2out2

3322inex

term0new_h20214

, (16) 

 4out5 P-P=P , (17) 

where new_h1 P-1=c ,     )P-(1×P=c termex2 , 

)P-(1×)P-(1=c enterm3 . 

Numerical results are presented to validate the above 
analysis. It is assumed that the loads of the three RATs are the 
same. Fig. 4 shows that with the increase of the probability of 
a new call arrival rate in the hotspot area, the probability of a 
user being served inside the hotspot area increases, while the 
probability of a user being served outside the hotspot area 
decreases.  

 
Fig. 4 Increasing the probability of new user arrival rate in the 

hotspot area. Reproduced from [13] 
 

Fig. 5 shows that with the increase of a new user arrival 
rate, the probability of a user being idle decreases and the 

probability of a user being served increases. 
 

 
Fig. 5 Increasing new call arrival rate. Reproduced from [13] 

V. SERVICE BASED CRRM ALGORITHM 
Note: This section is based heavily on [15] (co-authored by 

the author of this paper). The results and figures presented are 
drawn from the earlier paper and are presented here for the 
purpose of allowing clearer comparison with alternative 
approaches, particularly those described in Section VI. 

In this section, a service based CRRM algorithm is studied 
using the Markov model. A service based CRRM algorithm 
allocates calls into a specific RAT based on the class of 
service, such as voice, video streaming, data, etc [14]. This 
algorithm is based on the reality that different RATs are 
designed to provide different classes of service. As an 
example, GSM is designed for voice services however UMTS 
is designed for data services. A service based CRRM 
algorithm allocates new calls into a RAT that can better 
provide and support the service class of the call. Reference 
[15] proposed  a user level Markov model for service based 
CRRM algorithm in a simple and complex scenario. The 
considered multi-access cellular network was that users can 
move inside and outside the hotspot area. Two types of 
services, voice and data are considered. Voice users are 
allocated to GERAN, UTRAN and WLAN in order and data 
users are allocated in the inverse order [7]. A user was 
randomly determined as voice or data. Pvoice and Pdata were 
defined as the probabilities of a call to be voice and data 
respectively.  

                Pvoice + Pdata = 1.                         (18) 

The following definitions were made. Pnew is the probability 
of a new call arrives. Pterm is the probability of an existing call 
is terminated. Pin is the probability of a user residing in the 
hotspot area. Pout is the probability of a user residing outside 
the hotspot area, where Pout = 1 - Pin. Pvoice is the probability of 
a new call being voice call and Pdata is the probability of a new 
call being data call, where Pdata = 1 - Pvoice. Pnew_h is the 
probability of a new call arriving in the hotspot area, where 
Pnew_h = Pnew × Pin. The probability of a new call arriving 
outside the hotspot area is then to be Pnew × Pout. Pex is the 
probability of a user exiting the hotspot area during a session. 
Pen is the probability of a user entering the hotspot area during 
a session. 

The steady state probabilities are as follows: 



International Journal of Engineering, Mathematical and Physical Sciences

ISSN: 2517-9934

Vol:5, No:1, 2011

47

 

 

 )P+/(PP = P newtermterm0 , (19) 
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Where outnew1 P×P=c ,   )P-(1×P=c termex2 , 
)P-(1×)P-(1=c enterm3 , voicenew_h1 P×P=d , 

)P-(1×)P-(1 =d exterm2 ,       )P-(1×P=d termen3 . 

 out0321in P-P-1=P+P+P=P , (25) 

 )c-c+))/(1P-(1×c+P×(c=P+P=P 32020154out . (26) 

Fig. 6 shows that with the increase of the probability of new 
users arriving in the hotspot area, P2 depends on the number 
of data users served in UTRAN outside the hotspot area and 
the probability of users cross the border. A higher number of 
users outside the hotspot area will cause a lower probability of 
users entering the hotspot area. The maximum value of P2 
occurs at Ph=0.5. 

 
Fig. 6 Increasing the probability of new user arrival  

in the hotspot area. Reproduced from [15] 
 

Fig. 7 shows that with the increase of the probability of a 
user being a real time (RT) user, the probabilities of a user to 
be served in GERAN/UTRAN increases while the 
probabilities of the user to be served in WLAN decreases.  

 
Fig. 7 Increasing the probability of a user being  

a real time (RT) user. Reproduced from [15]          

VI. COMPARISON BETWEEN LOAD-BALANCING BASED AND 
SERVICE BASED CRRM ALGORITHMS 

In this section, we extend the analysis presented in [13] and 
[15] to compare the performance of load-balancing based and 
service based CRRM algorithms in multi-access cellular 
networks. GERAN, UTRAN and WLAN are assumed to co-
exist in the same coverage area (hotspot area). It is assumed 
that users arrive and move only inside the hotspot area. Voice 
and data are the two considered service types. 

In GERAN, each voice user is allocated by one channel. 
The bit rate of voice user in GSM is 12.2 kbps. Each data user 
can occupy one channel when the GERAN capacity is 
sufficient. However, multiple data users are forced to share 
one channel when the GERAN capacity is not sufficient. The 
bit rate of data user is 59.2 kbps/channel. Load GERAN is 
calculated by the following equation: 

 LG = (NVG + NDG) / NCG,  (27) 

where  

• NVG is the number of voice users served in GERAN, 
• NDG is the number of data users served in GERAN, 
• NCG is the total number of channels in GERAN. 

In UTRAN, voice users are served at a bit rate of 12.2 kbps. 
For data users, they equally share the capacity not used by 
voice users. Data users can achieve a maximum bit rate of 128 
kbps when the UTRAN capacity is sufficient. However, data 
users will reduce their bit rate towards 16 kbps when the 
UTRAN capacity is not sufficient. The new arrival data user 
will be blocked when it will cause the bit rate of data users to 
be lower than 16 kbps. The load factors for uplink and 
downlink are calculated as follows [16]: 

 ∑
= +

+=
N

j

jjjob

UL

RNE
Wi

1

××)/(
1

1×)1(

υ

η ,  (28) 

where N is the number of users per cell, υ j is the activity 
factor of user j  at physical layer, Eb / No is the signal energy 
per bit divided by noise spectral density, W is the chip rate, 
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jR  is the bit rate of user j  and i  is the other cell to own cell 

interference ratio seen by the base station receiver. The load 
factor for the downlink is: 

 ])1[(×
/
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j j
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where jα is the orthogonality of channel of user j and ji  is 
the ratio of other cell to own cell base station received by user 
j. 

In WLAN, the resource consumption for each voice user is 
2 × 22.8 kbps (uplink and downlink). Data users equally share 
the capacity not used by voice users. A data user can occupy 
the whole WLAN bandwidth when there are no other users 
served. The new arrival data user will be blocked when it will 
cause the bit rate of data users to be lower than 16 kbps. Load 
WLAN is calculated by the following equation: 

 LW = NVW × 2 × 22.8e3 / WC + NDW × 2 / WC,  (30) 

where  

• NVW is the number of voice users served in WLAN,  

• NDW is the number of data users served in WLAN,  

• WC is the available WLAN capacity. 

Load-balancing based and service based CRRM algorithms 
are evaluated in terms of traffic distribution, new call blocking 
probability, VHO call dropping probability and throughput 
respectively.  

Fig. 8 shows the distribution of traffic among the three 
RATs. It can be seen that for load-balancing based algorithm, 
voice and data users are distributed equilibrium between 
GERAN, UTRAN and WLAN. However, for the service 
based algorithm more voice users are allocated to GERAN 
and less voice users are served by WLAN. Evidently, in the 
service based algorithm the most of data users are allocated to 
WLAN. 

 
Fig. 8 Traffic distribution. 

 
Fig. 9 and 10 show the blocking and dropping probabilities 

for the load-balancing based and service based CRRM 
algorithms. Simulation results show that new call blocking 

probability and VHO dropping probability in load-balancing 
based algorithm are lower than in service based algorithm. 
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Fig. 9 New call blocking probability. 
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Fig. 10 VHO call dropping probability. 

 
Fig. 11 illustrates the throughput for the load-balancing 

based and service based CRRM algorithms. It can be seen that 
load-balancing based algorithm performs better than the 
service based algorithm when traffic load is low. However, 
when the traffic load becomes high, service based algorithm 
outperforms the load-balancing based algorithm in terms of 
throughput. 

 

3

4

5

6

7

8

0 0.5 1 1.5 2 2.5 3 3.5

Call arrival rate

Th
ro

u
gh

pu
t (

M
b

ps
)

Service based algorithm

Load-balancing algorithm

 
Fig. 11 Throughput. 
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VII. CONCLUSION 
CRRM algorithms can bring a significant benefit to the 

heterogeneous network. This paper has presented a user level 
Markov model for a heterogeneous B3G network. The load-
balancing based and the service based CRRM algorithms have 
been considered using the presented Markov model. A 
comparison for the performance of the two CRRM algorithms 
has been studied in terms of traffic distribution, new call 
blocking probability, VHO call dropping probability and 
throughput where GERAN, UTRAN and WLAN co-exist in 
the same coverage area. Simulation results show that in terms 
of dropping and blocking probability, the service based 
algorithm performs better than the load-balancing based 
algorithm. In terms of throughput, the load-balancing based 
algorithm outperforms the service based algorithm when 
traffic load is low. However, the service based algorithm 
performs better when the traffic load becomes high. 
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