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Abstract—Re-entrant scheduling is an important search problem
with many constraints in the flow shop. In the literature, a number of
approaches have been investigated from exact methods to
meta-heuristics. This paper presents a genetic algorithm that encodes
the problem as multi-level chromosomes to reflect the dependent
relationship of the re-entrant possibility and resource consumption.
The novel encoding way conserves the intact information of the data
and fastens the convergence to the near optimal solutions. To test the
effectiveness of the method, it has been applied to the
resource-constrained re-entrant flow shop scheduling problem.
Computational results show that the proposed GA performs better than
the simulated annealing a gorithm in the measure of the makespan

Keywor ds—Resource-constrained, re-entrant, genetic algorithm
(GA), multi-level encoding

I. INTRODUCTION

RE-ENTRANT flow shop scheduling problem (RFSP) is an
important industrial problem that faced by many
semiconductor plants, repairing companies or eectronic
companies. In such assembly lines, the work in process will
repeatedly pass through some of the work stations at different
stages of operation with the same order. When each machine
processes the set of al jobsin the same order too, this problem
evolves into the re-entrant permutation flow shop scheduling
problem (RPFSP), which isthe specia case of RFSP. As RFSP
is known to be NP-hard, when resource constraints are taken
into consideration, the searching spaceis highly constrained. In
some production lines, the production execution mode has
direct relation with the reentrant chance. Take the
electro-coating as example, high-end machines such as high
pressure sprayer offer high performance and consume more
paint and are less prone to rework, whereas skilled worker can
make up the resource consumption with more time allocation
but with ahigher possibility of re-work. However, the welding
process is the opposite case. Manua work promises better
welding within the tolerance of quality standard, whereas
automatic welding costs more filler material and has higher
chance of rework. Hence, according to the application, the
practical importance and theoretical challenge, thereis astrong
motivation to explore the scheduling problem of alternative
execution mode which isrelated to the rework probability. This
kind of scheduling solution has a higher pay-off when thereis
limited expensive equipment and high skilled labor. In general,
meta-heuristic methods differ from exact methods in the sense
that not only the meta-heuristics methods can obtain a nearly
optimal solution within a reasonable computational time but
also it can manipulate some solutions to attain solutions with
higher quality.
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Therefore, the resource-constrained re-entrant scheduling
problem in the flow shop needs such tools. Introduced in [1],
genetic agorithm serves as an important meta-heuristic
strategy to solve the hard optimization problems. So in this
paper a genetic algorithm with multi-level encoding approach
is proposed to solve the resource-constrained re-entrant flow
shop scheduling problem where the job’s re-entrant possibility
is depend on the execution mode and resource consumption.
The proposed GA will integrate the tasks of job scheduling and
execution mode selection, which are subject to the precedence
congtraints and capacity constraints of machine and human
resource, such that the makespan of the schedule is minimized.

The rest of this paper is devoted to describing the problem’s
characteristic with the multi-level encoding and its application
to the practica problem. In section Il, the related work is
discussed, and in section 111 the proposed method is presented.
Section 1V conducts the proposed method with the case study
and the results are presented and analyzed. Section V sums up
the study and remarks the future directions.

II. LITERATURE REVIEW

A. Related Work of Re-entrant Flow Shop Scheduling

The problem of re-entrant flow shop scheduling can be traced
to the work of Graves et d. [2] who is the first one to
systematically define the RFSP term as the problems happened
in the shop area with a sequence of operations are repeatedly
processed by machines.

However this problem was only studied broadly since 2000
with the demanding manufacturing requirement from the
semiconductor industries or integrated circuit fabrication or
thin film transistor liquid crystal display process. Exact
method, heuristic and meta-heuristic methods al have been
proposed for solving the re-entrant flow shop scheduling
problem. However, the comprehensive analysis of this problem
is not done till the review paper of Lin and Lee [3] which
classifies the re-entrant problems and analyzes the optimization
methods of re-entrant manufacturing scheduling.

Mostly exact methods formulate the re-entrant flow shop
scheduling problem as the integer programming problem and
simulate the efficiency of the new proposed approaches.
However, the computational complexity is high as long run
time is used to narrow down the space within the constraints.
The referenced work can be found from [4-15].

Heuristic techniques such as dispatching rules and
constructive heuristics have also been applied to the re-entrant
flow shop scheduling problem. Recent work that applied the
dispatching rules in the semiconductor industries are found
from [16-18]. They always tested the proposed modes in terms
of simulation. Though these heuristic methods produce good
quality solutions, they are not extensively used during the
period of 2000-2007 as the running time are often large and
increase rapidly with the size of the problem increases.
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Meta-heuristic, especially genetic algorithm (GAyolved
to be the new trend for the re-entrant flow shopeseiling
problem. GA gets the edges over other techniquéiarea of
large-scale complexity like the very large scaléegnated
(VLSI) circuit manufacturing or repairing indussigvhich are
highly re-entrant, and
restrictions and processing steps. Therefore, Bl8ed GA

to solve the re-entrant problem and mainly focugirth ) . )
Another There is a strong interdependence between the &xecu

objectives on minimizing the makespan.
meta-heuristic method tabu search has also beeh wééch
can be found from [24-25].

Going through the related work, we found that exaethods
and meta-heuristics are the main tools based ofré¢heency

involve hundreds of machines

designed to perform the combination work of jobesiifiing,
resource satisfaction and re-entrant possibilitptics. Our
approach will offer a novel way of chromosome eriiegdor
this specific problem.

A. Multi-level Chromosome Encoding

MULTI-LEVEL ENCODING GENETIC ALGORITHM

mode selection and the re-work possibility, arid itot clear in
which order they should be performed. Therefore,isit
inappropriate to separate the schedules with execuode
selection and re-entrant possibility control. last¢hey should

of used times and most of them adopted minimizihg t be considered concurrently as the search spacethier

makespan as their objectives. However, most ofvibeks
assumed unlimited buffer or no resource constrainthe
processing procedure, or some of the work relaxesbet
constraints and decomposed the problem into sublgrts;
these approaches isolated the resource constraint fhe

re-entrant flow shop scheduling. Only the work o{

Scholz-Reiter et al. [15] that fully takes the n@s®@ constraints
into account. In their work, machines and laboouoeses are
taken into consideration, priority rules and ruembinations
are simulated both for small problem instancesland term

system behavior with a time span of ten years. fdseilts

revealed that the performance of priority rulesedefs on the
utilization level of the system, thus a proper coinsystem is
crucial to select and combine the priority rules.

B. Related Work of Flow Shop with Constrained Resource

Generally the works of resource-constrained flowpshan
be classified into two types in terms of objectivBise first type
related to allocating and scheduling the limitesbrece to the
flow shop. Daniels et al. [25] discussed the faéigiband
benefits of dynamic assignment of partially fleriblabor
resources, linked skill matrices with self-bufferiproduction
line and eventually proved the benefit of compliéeibility
can be achieved by a reasonable small amount efutigr
selected partial flexibility. Similar work is dotg Neubert and
Savino [26].

The second type of flow shop with limited resouncainly
concerns the jobs scheduling problem, while theoues
constraints are only one of their consideratiortse €xample
can be found from Janiak [27], whose main objecii/do
minimize the job overall completion time. In his deb, the
duration of each operation on certain machines ikner
function of the allocated part of a constrainecboese. The
proposed algorithm is based on disjunctive gramgomn and
brand & bound algorithm. However, resource allamatis
regarded as one of the concerns for scheduling. siiéar
work has been done by Cheng and Janiak [28] andabbeu
Hwang [29]. Although there are a lot of research een done
on flow shop scheduling problem, according to argho
knowledge, no studies have done connecting theureso
constraint with the re-entrant possibility butsitquite common
for the flow shop circumstance. Therefore, we wilbpose a
GA-based technique that addresses the re-entamt shop
scheduling problem with resource constraints. O G

combined task is large and discrete. GA is knowwadk well
on such complicated problem and the inherent hisris
character of GA allows the synchronous exploratioihe same
optimization iteration. That is the main reasoncheose GA.
Moreover, when the integrated optimization requiem
eflecting in the GA’s chromosome encoding, infotimaneed

0 be kept intact and undistorted as well as easinlerit.
Compared with one-level chromosome encoding, when t
number of the re-entrant job is dynamic, the subseglength
of the chromosome is unfixed. Therefore, there ¢
information mixing among different types of data emh
carrying out the crossover or mutation operatioo. the
opposite, the multi-level encoding reserves thea daito
different levels according to the data types. So léngth of
each level is allowed to be different. Furthermaressover or
mutation is implemented level by level, which esdly stops
the chance of data mixing and distortion. At thensaime,
efficient repair operator is used to revise anyeasible
solution. The detail of the information represeiotais shown
in Fig. 1.

Job Index 4 6 3 1 5 2
Re-entrant | ;5. | 30% | 60% | 10% | 40% | 75% | 65% | 20% | 70% | 40% | 15% | 80%
Possibility
Resource Machine | 30 | 20 | 25 | 70 | 50 | 15 | 28 | 36 | 40 | 45 | 30 | 56
c
tion
Labor | 30 | 20 | 30 | 20 | 30 | 20 | 30 | 20 | 30 | 20 | 30 | 20
Mode 0 Mode 1
(a) Before Encoding
Job Index 4 6 3 1 5 2
Re-entrant
Possibility 0.20 0.10 0.75 0.65 0.70 0.15
Execution Mode o 1 1 0 0o [}

(b) After Encoding

Fig. 1 Multi-level chromosome encoding

Fig. 1 illustrated how the GA translates the prableto the
chromosomes. 6 jobs supposed to be scheduled. eBefor
translation, the data is presented as a vectorctivgtains four
level's data: first level is six unique indexes fobs, and the
second level contains twelve percentage numberschwhi
individually represent the re-entrant possibilitefseach job
under two different execution modes. Following th@me
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meaning, level 3 and 4 are the representation efniachine
and labor consumption under two different executioodes.
During the encoding, GA will randomly choose eithevde 0
or mode 1 as its execution mode, thus its re-engassibility
and corresponding resource consumption will bek&dc
Assumed the combination of execution modes in Eigp)
fulfills the resource constraints, it is obviouatlhe job 1, 3, 5
have the rework possibility more than 50 percemthich
means all these jobs need to be reworked. Thetrartrjobs
will be given other indexes to differentiate wittetoriginal job
indexes. Of course, no matter for the original jalbsthose
re-entrant jobs, they should within the overall ogse
constraints. Therefore, there are actually nine jobed to be
scheduled with the aim of minimizing the total msgxan. After
that GA can do the crossover and mutation againfjusthe
level of job sequences. It is worth to note thatd¢tossover and
mutation operators are executed level by level.

In this meaning, GA will randomly generate an H&iiti
population for each generation. During each germ@ratwo
parents are chosen to propagate new offspring plyiag the
crossover and mutation. Later the propagation effiec
evaluated by the fitness function. At the same tinesfunction
of the repair operator is twofold. Firstly, it makesure
infeasible solutions that violate the resource taigs are
amended. It is done by mutating the allele in tkecation
mode. Secondly, it helps to repair those infeasiblations that

2517-9950
No:4, 2012

Yimem; Dien Timk Xim < R, Vi €N,,Vm € M; (11)
Xim» yi]'m, Zijmr Iimk = Oor 1, VI,] € N, Vm € Mi
12)
Where the problem parameters are:

I\]: the set of all jobs

I the number of jobs

i,j: job index

r: re-entrant job index

M. machine index

M;: the set of machines to process job

E.,: the set of jobs that might be processed on machin

B: the set of pairs of jobs between which thenqgrecedence
relationship, when job must precedence jgb

Pim: Processing time of jobin machine m

Decision variables:

x;m = 1, if operation of jobi is assigned to machine m; 0,
otherwise;

Yiim = 1, if operation of joli andj are assigned to the same
machinem; 0, otherwise;

Zijm = 1, if operation of jobi immediately precedef on
machinem;

rimk = 1, if operation of jobi is conducted on machima
with k resource consumption;

produced during the scheduling procedures where the. is the starting time of job:

re-entrant jobs may be placed before the origotad | It is done
by swapping the positions of the re-entrant jobd ariginal
jobs. During this swap, the incidental data of ghecution
mode and re-entrant possibility is kept constant.

B. Problem Formulation

The objectives of the proposed GA are to (1) fite t
solutions to the re-entrant flow shop schedulingbpgm that
minimizing the makespan, (2) find out the executwode of
each job as well as satisfy the resource conssraiiet

Iimk = lif resourcek is used for machine for conducting
the jobi and 0 otherwise. Therefore, the fitness functoget
the same as the objective function as

Minimize Y74 DimXim

t;>0,VieN 3)
ti + Pi < ti+1, Vi EN 4)(

Yijm = Yjim, V1,j € Epp, VI € M; ©)
Yijm < O-S(xim + xjm) < Vijmt 0.5,vi,j €

Em, Ym € Mi

(6)
Lt Ly < 1,V0] € B, V0 € M, )
Yiek,, Ziim < 1,Vi,j € Epp, Vm € M; ®)
Zijm t Zjim = 1,vi,j € E,,Vm € M; )
t <t,Vij€EB 10)

Cmax IS the completion time of the last job.

Eg. (1) minimizes the total makespan of jobs asanm
objective. Constraints (2) ensure that each omeratiust be
processed by exactly one machine. Constraintsn@)re that
each operation begins after time zero. Constrdiitensure
that the order of operation of each job is resgkd@®nstraints
(5) and (6) ensure thgyjm = Vi = 1 whenx, = Xjim = 1.
Constraints (7) and (8) ensure that each operatisnat most
one predecessor and successor on machir@onstraints (9)
ensure that;,, andz;, cannot equal to 1 simultaneously.
Constraints (10) determine the set of pairs of jobtveen
which there is precedence relationship. Constraifit%)
promise the resource constraints are respectedt@ots (12)

(1are binary constraints.

IV. CASE STUDY AND EXPERIMENTAL RESULTS

In order to show the effectiveness of the propasethod,
the experiment is based on real case and compathdhe
homogeneous algorithm of simulated annealing algori

EG (Alias) Ltd is one of the magnates of providiragious
electronic technology and services in broad domadm.
south-east Asia, it endeavors in offering a widage of
repairing service to huge energy parts. Their repai
workflow is the typical flow shop as the parts vg through
receiving inspection, disassembly, repairing procedand
final assembly following the same order. Beforetpanoving
on to the new workstations, they will be inspectéthen new
faults are found they need to return to the previoarkstations
to be reworked. The rework possibility is not camst because
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the execution modes of the previous workstationdl wi

influence the consumption of machine time and wotkee,
and the re-entrant chance. Take the power nozgairneg
procedure as example, if the job’s due date issondardy, the
workstation may choose the more complicated repgimode
that will go through 40 steps. Under this modeymacal piece
of power nozzle will cost 400 units of worker timi0 units of
machine time with 9 percents of rework possibilifghe job is
emergent, the same piece of part can be done apgptiie
compact mode that only goes through 13 steps, cangL215
units of worker time, 420 units of machine timetwéts high as
15 percent of chance to be reworked. Whateverrigal jobs
or the re-entrant jobs, the differences of the etien modes
for them are the processing time in some particstages and
the consumption of the machine and manpower resewand
some of the parts do not need to pass all the meshi

So the proposed multi-level GA is simulated to mmizie the
makespan for this plant. The experiments are cdeduioto
20-, 30-, and 40-job sizes according to the plactisent job
classification. The experiments are implemented tle

In the simulation tests, we give the mean, standexdation
and the best performance referring different pnoblsize
respectively. Table | shows the solutions found3gdyand SA
in these ten runs under the resource and re-erdoastraints.
Ideally, the GA-based method should converge tooftitémal
or near-optimal solution in each run. Computingdkerage of
the best solutions found over the ten independers provides
an indication of the robustness of the searchegyatin ten out
of the twelve tests, GA works better than the Sév. the two
out of twelve tests showing GA is inferior to SAhet
differences of the fitness between them are less #3%. This
illustrates that the proposed GA approach is abb®nsistently
converge to high-quality solutions in every GA fandifferent
problem sizes.

V. CONCLUSION

This paper presented a multi-level encoding genetic
algorithm for re-entrant flow shop scheduling peshl with
resource constraints. In the proposed approachmthit:-level
encoding translates the data into different lewagsording to

MATLAB 7.0 on a Pentium 4 3.17GHz PC with 3.25G MByjata types and executes crossover and mutatiovidoaily for

memory. The parameter setting is tuned based ofothgone

experiments. The size of the GA population wasase200, the
two-point crossover with crossover probabilityés$ as 0.8, and
the Gaussian mutation with mutation probabilitysét as 0.4.
Each of the GA runs is stopped after 100 generstidfile for

the SA, 10 runs are conducted with fast annealingtfon and
stopped after 200 generations. On the other sagdon the
real data’s distribution, the processing time ire tlix

workstations is exponential distributed with theemef 15 and
the re-entrant probability is uniformly distributed

TABLE |
AVERAGE PERFORMANCEOF GA AND SA
Job | Data | GA SA
size | set
Mean Bt Best Mean Bt Best
deviation deviation
20 Setl | B53.0648 [ 2571703 | 006969 | 9715597 | 2327611 | 94072
jobs
Set2 | 9904381 | 273935 933.85 9943035 | 2642774 | 944.12
Zet3 | 1015614 | 30,8407 057.22 1034.202 | 23.09262 | 993.30
Setd | 11572 2831164 110436 | 1158.831 | 2574849 | 11164
30 Setl | 1588413 | 234718 154897 | 1606.738 | 26 82226 | 1548.269
jobs
Set2 | 1451.745 | 26.707 1304870 | 1462.596 | 32.23332 | 1403.929
Bet3 | 15800758 | 34.04155 1518.86 | 1598.082 | 46.03813 | 1513.42
Setd 1602.434 | 4305558 151726 | 1631 362 | 42 59203 1555.04
40 Betl | 193306 | 4062337 | 1910.7 2021577 | 43.99321 1932.029
jobs
Bet2 | 2202544 | 5762981 2100450 | 2224944 | 7726172 | 2103.00
Set 3 2004.31 38 92844 19324 2044 212 | 9975263 1933.76%
Betd | 1900.255 | 30.94322 18575 1953.697 | 4113965 | 1862.429

each level. The proposed method has demonstratidr be
performance with regard to the makespan when cozpaith
simulated annealing algorithm.
The superiority of the multi-level chromosome encoding lies
in:
1) It provides integrity and flexibility to perform ¢h
combination of searching task.
2) Multi-level encoding enables user to store more
information about the problem and this encodingnizre
clear and visualized.
3) As the re-entrant job number is dynamic, different
levels have their own operators. On one hand, ljgsh®
keep the information independently and integra€a.the
other hand, it expedites the chromosome convergbeo
better optimal as one group of multi-level chromuso
represents one solution, it does not need to decode
Referring to the result differences of GA and S#eyt may
come from the inherited characteristic of the atbans
themselves. SA traverses the search space by agpiytal
transformations to the solution representation, leviBA’'s
search ability is decided by the chromosome reptaten and
search operators. In the first place, the multelesncoding is
problem-specific encoding, which stores the infdioma
according to the data types so that the crossow@nautation
operators can be implemented level by level withdistiorting
and mixing different types of data. Second, wheroding the
chromosomes, it is vivid and easy as the one grofip
multi-level chromosomes directly represents onatsm.
Future research may include applying the metholrger
problem sizes and broadening the application
semiconductor industries. Improvements to the nteitmuld
be explored, such as the parameters tuning or ¢hsitave
analysis.

into
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