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Abstract—This paper presents a general trainable framework 

for fast and robust upright human face and non-human object 
detection and verification in static images. To enhance the 
performance of the detection process, the technique we develop is 
based on the combination of fast neural network (FNN) and 
classical neural network (CNN). In FNN, a useful correlation is 
exploited to sustain high level of detection accuracy between input 
image and the weight of the hidden neurons. This is to enable the 
use of Fourier transform that significantly speed up the time 
detection. The combination of CNN is responsible to verify the 
face region.  A bootstrap algorithm is used to collect non human 
object, which adds the false detection to the training process of the 
human and non-human object. Experimental results on test images 
with both simple and complex background demonstrate that the 
proposed method has obtained high detection rate and low false 
positive rate in detecting both human face and non-human object. 
 

Keywords—Algorithm, detection of human and non-human 
object, FNN, CNN, Image training.  

I. INTRODUCTION 
ITH improvement in vehicle safety, security and 
comfort, a significant progress has been made in the 
area of detection system for the application of 

intelligent vehicle. The detection of occupant, non-human 
object and empty are the fundamental importance research 
for intelligent vehicle safety system. The general problem of 
detection and distinguishing a particular class of static 
objects from all others is a difficult task.  However, most of 
the previous works are limited to either face only or object 
detection individually. Over the past twenty years, numerous 
face and object detection systems have been published in the 
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computer vision community. Despite the success of some of 
these systems in constrained scenarios, the general task of 
face and object detection still poses a number of challenges 
with respect to changes in illumination, image scale, image 
quality, expression and pose.  

Many approaches have been proposed for face and object 
detection in still images that are based on texture, depth, 
shape and color information, or a combination of them. A 
comprehensive survey of dynamic scenes for faces and 
object detection methods are described as follows.  

Researches based on object detection approach can be 
categorized as exemplar and non-exemplar. In non-exemplar 
based approach, each object of interest generally requires 
different modeling assumptions [1].  Exemplar-based 
approach on the other hand avoids making assumptions 
about the objects of interest in the training set under various 
conditions and illumination [2]. An automated object 
detection procedure is developed in [3], to extract samples 
of the object class containing highest features information. 
However, the computational demands are high and as a 
result a portion of manual intervention is needed to keep the 
computational costs reasonable [4]. Weber et al. 2002 
described an automated selection technique, to collect 
distinctive parts using probabilistic model [5]. However, the 
probabilistic model relies on a small number potentially 
sensitive to large variations across images. On the object 
class of interest, Roth et al. 2002 and Agarwal et al.2004 
used feature-efficient learning algorithm and discriminative 
classifier to learn robust expressive model based on pixel 
and sparse representation [6, 7].   

The approaches applied to face detection are categorized 
as feature based, view based and shape model based [8]. The 
basis of feature based approach is the knowledge of human 
faces, extracted facial features and verification of the 
potential faces. However, the false detection rate for this 
approach is large. Alternatively, the view based approach is 
based on statistical model. It has high verification rate, but 
the approach is extremely slow due to exhaustive search 
over the whole image [2]. Colmenarez and Huang presented 
a hierarchical knowledge-based and information-based 
maximum discrimination system for face detection in 
complex backgrounds [9]. Moghaddam and Pentland 
reported a face detection system based on maximum 
likelihood on feature vector eigenspace decomposition [10]. 
However, principal component analysis does not maximize 
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discrimination and the computation requirement is high on 
projected eigenspace. Many face detection researcher have 
reported face detection systems based on neural networks 
[11-12]. Although general and complex network 
architectures allow the discriminant function to take 
advantage of most of the underlying joint distribution of the 
training patterns, the structure itself is not optimized for that 
purpose. El-Bakry introduced simple design of modular 
neural network (MNN) classifier to reduce computational 
complexity over non-modular alternatives [13]. Huang, et al. 
proposed polynomial neural network (PNN) method for face 
detection from cluster image using PCA to achieve higher 
detection and low positive false rate [14].  

On-road vehicle face detection is a difficult task due to 
variability in scale, location, orientation, pose, race, facial 
expression, and occlusion. Rowley et al. 1998 [11] proposed 
a NN-based face detection method using pre-processed 
image to train a multilayer NN to learn the face and non face 
examples. Sung and Poggio developed a system for face and 
non face detection based on distribution and multilayer NN 
[12]. Osuna et al. 1997 presented a support vector machine 
(SVM) based approach for frontal view face detection, 
ensemble of feed-forward neural networks trained by the 
back-propagation algorithm [15]. Papageorgiou et al. 2000 
also proposed SVM to detect faces using wavelets for 
feature extraction and classification [16]. Viola and Jones 
[17] is developed AdaBoost learning algorithm for very fast 
face detection using simple features. 

In this paper, we intend to focus on the detection of 
human face and non-human object in a frame that could be 
used in the vehicle for application such as driver assistance 
systems and airbag deployment decision. The detection of 
both classes of object in one frame is challenging than that 
of individual detection. To meet the challenge, detection of 
human face and non-human object is done by FNN with 
correlation between input image and hidden units.  The post-
processing step is done to reduce the false generation from 
FNN. CNN performs a verification procedure to provide the 
decision based on human face and non-human object using 
post-processing dataset which involved lighting correction 
and histogram equalization of linear function.  

II.  SYSTEM STRUCTURE AND ALGORITHM DESCRIPTION   
This section explains the overall system structure and the 

algorithm for detection and classification of occupant, non-
human object and non-object as shown in Fig. 1. The system 
detection employed two different hierarchical classification 
architecture of neural networks namely fast neural network 
(FNN) and classical neural network (CNN). The proposed 
system is a combination of FNN and CNN, in which the 
FNN extracts any positive detection including false 
detection. The output of FNN is then fed to the CNN to 
verify which region is indeed the system detection. This 
proposed combined network is quite robust in terms of its 
detection accuracy and computational efficiency when 
compared to a single network, which is unable to fully 
eliminate false detection problem.  

In the proposed system architecture as shown in Fig. 1, the 
FNN first extracts a sub-image from the test image to detect 
object and false detection. Next, post-processing strategies 
are applied to convert normalized outputs back into the same 
units that were used for the original targets using 2D-
multiple detection, 3D-multiple detection and elimination of 
overlapping detection [20]. There is some assumption that 
FNN may introduce some false detection due to variation in 
the lighting conditions, for example lighting from the side of 
the object, which changes its overall appearance. To solve 
this problem, a process of adjusting intensity values is done 
automatically using histogram equalization or lighting 
correction function. Then we take one step further using 
classical neural network as an object verification procedure 
in order to reduce the number of false detection. 

At this time, lighting normalization is performed by 
mapping the features to some fixed locations in an N x M 
image. The mapping is assumed to be an affine 
transformation, computed iteratively as in [11]. Each 
normalized image is then reprocessed to account for 
different lighting conditions and contrast using linear fit 
function to the intensity of the image. 

  

 
 

Fig. 1 NN algorithm for the occupancy detection 
 

 The result is subtracted out from the original image to 
correct lighting differences. Then, histogram equalization is 
performed to correct for different camera gains and to 
improve contrast [18]. Fig. 2 shows some examples method 
using linear fit function and histogram equalization on the 
object regions before it can be fed into the second detector. 
The 1st row is original, the 2nd row is by linear fit, while the 
3rd row is lighting corrected and the 4th row is the histogram 
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equalization image. In general there are two advantages 
using this approach: a) detection task is speed-up by using 
fast neural network method, b) to accommodate the variation 
in illumination, the lighting normalization is adopted into the 
system. 
 

 
 

Fig. 2 Linear fit function and histogram equalization 

III. TRAINING NETWORK PRINCIPLES 
The key idea to train neural network is based on network 

properties as shown in Table 1. The first step of the training 
procedure is to collect the training data, which are human 
indicating by face, non-human object and no objects images.  
 

TABLE 1  
NEURAL NETWORK PROPERTIES 

Network Features FNN CNN 
Number of Input Unit 30 25 
Number of Hidden Unit 15 10 
Activation Function Sigmoid Sigmoid 

Pre-processing Type - Lighting 
Normalization 

Number of Bootstrap 
Iteration 

3 3 

Trained Image Size 25x25 25x25 
 
For that, it is easy to get a representative sample of images 
which contain human faces and non-human object but much 
more difficult to get a representative sample of non-object 
images as shown in Fig. 3. The collected training data is 
then labeled to fit to training system. A number of 
techniques were applied to training neural network. Among 
them back-propagation algorithm is used for successful 
design of multilayer feed forward networks. Each image 
produce three images, whose must have some invariance to 
position, rotation and scale like randomly mirrored, rotated 
up to 50 from 0 axes. This operation is done by a best-fit of 
lighting correction and histogram equalization. 
 

 
 

Fig. 3 Representative training sample images 
 

The histogram equalization of a sub-image is defined by, 
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v
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where H(α)
I (z) is the histogram equalization of I sub-image 

with α normalizing constant. The input vector of I sub-image 
is z, δ is the coefficient of I and I(α) (v) is the normal sub-
band image through linear convolution.    

A bootstrap algorithm is used to add non-object images to 
the training database to improve the neural network 
performance during training period and automatically 
clipping false detection to inserting these into current 
training set. In bootstrap algorithm, weights are adjusted 
according to their classification errors. The equation used in 
the bootstrap training procedure for adjusting weights is 
achieved by, 
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where wj is weighting of sample xj, yj is the label of sample    
xj, c is the initial weight for negative samples, i is the current 
node index and Φt is the ith boosting classifier in cascade. 

A. Training Human Images 
In order to classify human as face, non-human object and 

non-object, we need training examples for each set. The 
positive training images indicated as human faces are 
collected from various sources. A face cropping program 
was employed to manually label the position of the eyes and 
center of the mouth so that the face images are aligned and 
both scale and position invariant.  All face images are scaled 
to a uniform size of 25x25 pixels. A set of 7344 face images 
generated from 1836 face samples was collected by 
randomly scaling down the input image to 1.2 for each step 
in the pyramid, translating up to half a pixel and rotating by 
random variation from -5o to 5o.      

Fig. 4 show the sum square error (SSE) of human face 
FNN and CNN training in epochs. Initially, it can be seen 
that the error recovering is faster, however, it is slower later 
on.  The individual FNN and CNN training of human face 
leads to a similar adaptation on the training data as 
suggested by the asymptotic convergences of both curves.   
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Fig. 4 SSE of FNN and CNN of human face training  

  

B.  Training Non-human Object Images 
Non-human object images refer to images without human 

faces but instead contain non-human objects such as grocery 
bag or others. The negative training images that represent 
the non-human object images are collected from our own 
databases. The negative training images are also cropped, 
aligned and scaled similar to the positive training image data 
set. The non-human objects image data set contains various 
objects such as computer mouse, porcelain cup etc. A set of 
6000 non-human object images are generated from various 
non-human objects samples. 

Fig. 5 shows the SSE of non- human object FNN and 
CNN training in epochs. Again, the results agree with 
previous training of CNN and FNN using the face image 
dataset. 
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Fig. 5 SSE of FNN and CNN of non-human object 

C. Training Non-objects Images 
It was mentioned that non-object images are more 

complex since the definition of a non-object is much broader 
and richer. The images containing neither a human face nor 
specific objects are used to train the non-object class. We 
adopted the bootstrapping step, which was successfully used 
by Sung and Poggio [12].  In this work, some 8000 non-
object images in our collection were randomly cropped from 
the original non-object images. Then, we trained the 
network with the initial set of human face, non-human 
object and non-object images to produce a neural network 
output of 1, -1 and 0, respectively. After training, the 
misclassified sub-images with output 0 are collected. Next, 
we selected those misclassified images randomly to add to 
the training set of the non-object class. The training iteration 
is continued adding misclassified sub-images to the non-

object examples until the training error is large enough. The 
trained model is then obtained and used to verify the human 
face and non-human object candidates.  

IV. MLP AND FFT ALGORITHM FOR DETECTION  
The human and non-human object detection algorithm 

based on two dimensional cross correlations between test 
image and 25x25 sliding window is adopted as in [20]. This 
proposed detection system uses the multilayer perceptron 
(MLP) and Fast Fourier transformation. The sliding window 
is represented by the neural network weights situated 
between the input unit and hidden layer. In the convolution 
theorem, convolution of x with y is identical to the result of 
Fourier transformation X and Y in the frequency domain. 
Therefore, multiplying X and Y in the frequency domain 
point by point and then the cross-product is transformed 
back into spatial domain via the inverse Fourier transform 
yields the same results. As cross correlation is in frequency 
domain, detection process can be speed up.   

 During detection, a sliding sub image I of size mxn is 
extracted from the tested image of SxT and fed to the neural 
network. Fig. 6 shows the MLP neural network structure 
used for the detection of human, non-human object and non-
object.   

Fig. 6 The MLP neural network structure used 
 
Let wi be the vector of weights between the input sub 

image and the hidden layer. This vector has a size of mn, can 
be represented as mxn matrix. The output of hidden neurons 
hi can be calculated in a 2D space as follows: 
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where, g is the sigmoid function representing as, g(x) = 
1/(1+e-x) for neural network output 1, 0 and -1 and bi  is the 
bias of each hidden neuron ith. Equation (3) represents the 
output of each hidden neuron for a particular sub-image I. It 
can be computed for the whole image, z as follows:___ 
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Equation (4) represents a cross correlation operation. 

Given any two functions f(x, y) and d(x, y), their cross 
correlation can be obtained by:  
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Thus, we can write equation (4) as follows:  
[ ] )6(),( iii bzwgvuh +⊗=  

Where, hi is the output of the hidden neuron ith and hi (u,v) 
is the activity of the ith hidden unit for whole test image. 
Now the above cross correlation can be expressed in terms 
of the Fourier Transform as follows, 
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Where, F bar is the conjugated complex of Fourier 
transform. Hence, by evaluating this cross correlation, a 
speed up ratio can be obtained comparable to conventional 
neural networks. Also, the final output can be evaluated by 
substituting equation (4) into 3-layer feed-forward neural 
network or multilayer perception (MLP) as follows,  
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Where O is the final output and WO, WH, WI are refers to the 
weights of output, hidden and input layer. 

The final output is a scalar but a matrix of dimension 
(S-m+1) by (T-n+1), where S and T are respectively the 
rows and columns of the input image and m and n are 
respectively the rows and columns of sliding sub image. In 
Fig. 6, given an input image the neural network performs the 
function of cross correlation operation to detect and localize 
human face and non-human object. The output of the 
detector is a neural network matrix of values +1, -1 and 0, 
representing human, non-human object and non-object 
location, respectively. 

V. MULTI-SCALE DETECTION 
The FNN described above is trained to detect and locate 

human faces and non-human object images from still 
images. As the neural network is trained on a 25x25 pixels, 
it would detect human faces and non-human object of only 
this size. However, the size of the human face and non-
human object in real situation are usually larger than 25x25 
pixels. Thus we have scaled-down the input image by a 
factor of 1.2 for each step in the pyramid. Scanning an input 
image at different resolutions allows human face and non-
human object detection by sub-sampling the whole test 
image at several scales before feeding to the neural network. 
The sub-sampling section forms an integral part of the multi-
scale detector. Each input image is being processed in neural 
networks at various resolutions. The output is then fed into 
an arbitrator structure which decides at which resolution an 
object has been detected.  During the computation of the 
cross correlation, the sub-sampling can be entirely 
performed using the following scaling property of the 
Fourier Transform as, 
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Fourier transform with a and b are the scaling factor. For an 
example, we chose a = b = 2 in order to get an image 
reduced to half of its original size. The main cross 
correlation in (6) can be modified to accommodate multiple 
scales resolution in the detector as follows, 
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VI. VERIFICATION OF OBJECT REGION  

In the previous section, we have discussed a fast multi-
scale face detection scheme by calculating the Fourier 
transform of the image and of the neural network filter, and 
then process the image in the Fourier space. By using this 
single network, we observe that this approach always suffer 
from uncontrolled lighting conditions that will generate 
more false alarms. Thus, we have used a classical neural 
network to select a real face region and reject the false 
detection. Our CNN is trained using the pre-processed 
dataset with an image of 25x25 pixels as its input. Detail 
architecture for CNN is described in Table 1. The 
verification procedure is carried out step by step as follows:  
 

1. The extracted possible face regions in all level of 
scaling are sub-sampled and interpolated to a resolution 
of 25x25. 
2. To reduce variability due to lighting and camera 
characteristics, we perform a simple lighting 
normalization approach. The first technique tries to 
correct the intensity values of the extracted candidate 
regions by subtracting with best-fit linear function. 
Then, histogram equalization is performed to enhance 
the contrast in the image.  
3. To verify the face regions, the pre-processed data is 
then mapped into CNN and an output will be produced. 
Any output below a threshold will be rejected; 
otherwise the face regions will be mapped into the 
original image.  

VII. EXPERIMENTAL RESULTS  

The system uses 2-data sets of images in the experiment to 
test the detection performance of human face and non-
human object, which are distinct from the training sets. The 
first set has 253 test images of wide variety of complex 
background in various environment and varying scale with 
some occlusions and variations in lighting. 25 human face 
image of interest were taken from the 253 test image. The 
second data set contains 112 test images that have been 
collected from 7 non-human object of interest. The systems 
undergoes the bootstrapping cycle with ending up between 
4500 to 9500 zero samples, to evaluate the performance of 
true detection of the test images and the rate of false 
detection. The zero samples do not contain any human face 
or non-human object. The algorithm is tested optimal 
implementation of the proposed approach requires minimum 
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Fig. 8 Human Face and Non-Human Object Detection using a) FNN b) (FNN+CNN) c) FNN d) (FNN+CNN) 

specifications of Intel Pentium 4, 3.0 GHz with 512 MB 
RAM.      

To review a complete characterization of the detection 
scheme, we generate receiver operating characteristic (ROC) 
curve that illustrate the accurate detection rate versus false 
positive rate tradeoffs, rather than providing a single 
performance result. This is accomplished by varying the 
detection threshold in the neural network. Fig. 7 shows ROC 
curve of the human face and non-human object detection 
system using FNN and (FNN + CNN) methods, which are 
measured on a logarithmic scale. It can be seen that the 
performance of the (FNN+CNN) method corresponds to a 
90% detection rate at a false detects of 0.35% and 0.4% of 
human face and non-human object, respectively compared to 
the FNN, at a false detects rate of 1.1% and 1.25%.  The 
ROC curve also shows that the higher penalties for miss 
positive examples may result in better performance.    
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Fig. 7 Detection rate against false positive rate of Human and non-

human object using FNN and (FNN+CNN) 
 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Fig. 8 shows the results of human face and non-human 
object detection system over the test images. Fig. 8 (a) 
shows the output of FNN at different scales human face 
detection. However, overlapping windows corresponding to 
human face region and false positive alarm have been 
detected. These incorrect detections are due to the complex 
background, higher degree of rotations and variation of 
illuminations than were present in the training database. 
With further training after analyzing using CNN, the 
incorrect detections are eliminated as shown in Fig. 8 (b). 
Similarly, Fig. 8 (c) and 8 (d) exhibit some typical images of 
non-human object detection system using FNN and CNN.   

Table 2 shows the performance of human face detection 
results of various methods on test set 1 and compare with 
other systems in terms of the number of detected faces, mis-
detected faces, false detection and computation time. The 
success rate of the proposed method is 97.6 %, with 6 false 
alarms. It should be noted that the number of false alarms is 
quite small when compared to methods of Yacoub et al. 
1999 and Fasel et al. 1998 which had 347 and 278 false 
alarms, respectively [19, 20]. This may show the capability 
of the combination of two networks to highly separate 
human face from non-object examples. The higher 
performance of Rowley et al. 1998 is likely due to the size 
of training data. In this work, we have used a total of 7344 
human face images and 8000 non-object examples, while 
Rowley et al. 1998 system was trained with 16000 face 
images and 9000 non-faces images [11]. 
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However, the technique is less efficient than our techniques 
in terms of false detection and time. On the other hands, 
Yacoub et al. 1999 [19] shows a very fast time processing but 
have a drawback of higher false alarms. 

TABLE II 
 DETECTION RATE OF SET 1 ON DIFFERENT METHODS 

 
Similarly, Table 3 shows the summarized results of non-

human object of test set 2 compared to other systems. We 
found that the non-human object detection rate is 96.42%, 
which mean 108 out of 112 numbers of non-human objects 
were detected correctly.  
 

TABLE III  
DETECTION RATE OF SET 2 ON DIFFERENT METHODS 

 
The false detection rate is 3.58%, which is lower that 

Fasel’s and other methods. However, the average processing 
time is almost same with the others providing additional 
calculation on CNN.   Based on the results shown in Tables 2 
and 3, we can conclude that both human face and non-human 
object detection system make acceptable tradeoffs between the 
number of false detection and detection rate. 

Fig. 9 demonstrates the detection capability of the proposed 
human face and non-human object detection scheme using the 
test image database. The top row of Fig. 9 showed the 
detection result for human face in a car environment under 
various lighting conditions and background. The second row 
depicts the single and multi face detection results for various 
poses. Additionally the third and forth rows displayed the 
human and nonhuman detection capabilities within various 
contrast.  
    

 
 

Fig. 9 Human face and non-human object detection 

VIII. CONCLUSION 
Many research has been geared towards face and object 

detection individually. However, we have implemented and 
evaluated both human face and non-human object detection in 
a frame and the results are very encouraging results. In this 
paper, we have presented a combination of fast neural network 
and classical neutral network based algorithm for fast and 
robust detection system of static images that is able to detect 
human face and non-human object. The framework described 
here is applicable to any other domains detection besides the 
proposed one. The system performs the detection by means of 
a two level hierarchical process. On the first level, fast neural 
network independently detects high level of accuracy using 
cross correlation. In second level, classical neural network 
verify the object region and performs the final detection step. 
Experimental result shows that proposed method does boost 
and improved the performance of both human face and non-
human object detection system. Further work of the project is 
to generalize the current system for detection and recognition 
in the application of real time vehicle occupancy detection.     
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