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Abstract—Nonlinear system identification is becoming an However, fuzzy set theory plays an importanie in dealing

important tool which can be used to improve congretformance.

This paper describes the application of adaptiveirovuzzy

inference system (ANFIS) model for controlling a.c@he vehicle

must follow a predefined path by supervised leanimBack-

propagation gradient descent method was perforrettain the

ANFIS system. The performance of the ANFIS moded waaluated

in terms of training performance and classifica@mcuracies and the
results confirmed that the proposed ANFIS model patential in

controlling the non linear system.

with uncertainty when making decisions
applications. Therefore, fuzzy sets have attratiiedgrowing
attention and interest in modern information tedbgy,
production technique, decision making, pattern ged@n,
diagnostics, data analysis, etc. [5] - [6] and Nguro-fuzzy
systems are fuzzy systems, which use ANNs theooyder to
determine their properties (fuzzy sets and fuzziesju by
processing data samples. Neuro-fuzzy systems artes

power of the two paradigms: fuzzy logic and ANNsg; b

Keywords—Adaptive neuro-fuzzy inference system (ANFIS);utilizing the mathematical properties of ANNs imitog rule-

Fuzzy logic; neural network; nonlinear system, caint

|. INTRODUCTION

THE design of control systems is currently driven Hgrge

number of requirements posed by increasing conipetit
environmental requirements, energy and materigkcasd the
demand for robust, fault-tolerant systems.
considerations introduce extra needs for effecfiwecess

modeling techniques. Many systems are not amentble

conventional modeling approaches due to the lacgretise,
formal knowledge about the system, due to stronglylinear
behavior, high degree of uncertainty, or time-vagyi
characteristics.

based fuzzy systems that approximate the way hupracess
information. A specific approach in neuro-fuzzy dieypment
is the adaptive neuro-fuzzy inference system (ANFgich
has shown significant results in modeling nonlinfeguctions.
In ANFIS, the membership function parameters ateaeted
from a data set that describes the system behauer ANFIS

TheSlgarns features in the data set and adjusts théemsys

parameters according to a given error criterion]-{127].
Successful implementations of ANFIS in
engineering have been reported, for classificafit8]- [8]-
[3]- [10]- [11] and data analys[&4].

In this study, a new approach based on ANFI& w

presented for control of the car to follow his paffhe
proposed technique involved training the two ANFRi8del to

Neuro-fuzzy modeling has been recognized as a folwerget the two classes of the car positions. Indees problem is

tool which can facilitate the effective developmefitmodels
by combining information from different sources,ckuas
empirical models, heuristics and data. Neuro-furzydels
describe systems by means of fuzzy if-then rulpsesented
in a network structure, to which learning algorithiknown
from the area of artificial neural networks carapplied.
Thanks to this structure, neuro-fuzzy models ara fertain
degree transparent to interpretation and analysisthey can
be better used to explain solutions to users tlanptetely
black-box models such as neural networks.

Artificial neural networks (ANNs) have beenedsas
computational tools for pattern classification iihg
diagnosis of diseases because of the belief tret Have
greater predictive power than signal analysis tepgfes [1].
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until now the subject of several studies. Also,esalymethods
have to be developed and used.
The ANFIS model was trained with the backpraem

gradient descent method. We used the data desciibed

reference [15], which is publicly available. aftearning of
ANFIS in several iterations there is an error betwehe
calculated position and the position of the refeeewhich is
minimal.

The correct training rates and convergencesrate the
proposed ANFIS model were examined and then pedonce
of the ANFIS model was reported in the results ioleih

The simulation results showed that the neurayfu
technique presented good results and that thisraltart is
very robust and efficient.

Il. FUZZY SYSTEMS AND NEURAL NETWORKS

Both neural networks and fuzzy systems are vatgd by
imitating human reasoning processes. In fuzzy gyste
‘relationships are represented explicitly in therfarf if—then
rules. In neural networks, the relations are nqlieitly given,
but are ‘coded’ in the network and its parametbrontrast

in  medical

biomedical
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to knowledge-based techniques, no explicit knowdedg
needed for the application of neural networks.
Neuro-fuzzy systems combine the semantic transpgreh
rule-based fuzzy systems with the learning caggtoli neural
networks. This section gives the background on ineat
input—output modeling, fuzzy systems and neuraivoks,
which is essential for understanding the rest isfaiticle.

A.Fuzzy Models

A mathematical model which in some way usegyisets is
called a fuzzy model. In system identification, erblased
fuzzy models are usually applied. In these modétis
relationships between variables are representethdgns of
if— then rules with imprecise (ambiguous) predisa®ich as:
If heating is high then temperature increase is fas
This rule defines in a rather qualitative way tleéationship
between the heating and the temperature in a rdom,
instance. To make such a model operational, thenimgaof
the terms ‘high’ and ‘fast’ must be defined moregsely.

This is done by using fuzzy sets, i.e. sets whdre t
membership is changing gradually rather than inabrupt
way.

Fuzzy sets are defined through their membershigtimms

(denoted by/) which map the elements of the considered

universe to the unit interv[a{D,]]. The extreme values 0 and 1

denote complete membership and non-membersh
respectively, while a degree between 0 and 1 mearntal
membership in the fuzzy set. Depending on the &ireof the
i—then rules, two main types of fuzzy models caa b
distinguished: the Mamdani (or linguistic) modeldathe
Takagi—Sugeno (which is used in this work).

1. Takagi—Sugeno model

The Mamdani model is typically used in knowledsased
(expert) systems. In data-driven identificatiorg thodel due
to Takagi and Sugeno has become popular. In thidemthe
antecedent is defined in the same way as abovde il
consequent is an affine linear function of the inyariables:

R:if Xis A then Y, =g x+b (@)

Where @ is the consequent parameter vectbris a scalar

offset and i=1,...K This model combines a linguistic

description with standard functional regression: e th
antecedents describe fuzzy regions in the inputespawhich

the consequent functions are valid. The outpus computed

by taking the weighted average of the individualesu
contributions:

k

_2BMY _YIBO(E x b

> B > By

where B (X) is the degree of fulfillment of the th rule.

y )

For the rule (1)B (X) = Hy, (X) but it can also be a

more complicated expression, as shown later on. The
antecedent fuzzy sets are usually defined to desdistinct,

partly overlapping regions in the input space. paeameters

are then (approximate) local linear models ofdbesidered
nonlinear system.
Note that the antecedent and consequent variabiss ba
different.

B.Artificial neural networks

Artificial neural networks (ANNS), originallynspired by
the functionality of biological neural networks cdearn
complex functional relations by generalizing fromliraited
amount of training data. Neural networks can theies as
black-box models of nonlinear, multivariable statand
dynamic systems and can be trained by using inpitjptd data
observed on the system. The most common ANNs doofis
several layers of simple processing elements cailmdons,
interconnections among them and weights assigneithetse
interconnections. The information relevanttitie input—
output mapping of the net is stored in the weights.

input layer hidden layer output layer
\%
wh A
W
X, >0 L
p, : @_4@—> ¥,
X ¥ A :
D>,
x,' ’D WVHI
M &
W, DV,

Fig. 1 A multi-layer neural network (MNN) with ortedden layer

1. Multi-layer neural network

A feedforward multi-layer neural network (MNNas one
input layer, one output layer and an number of éidthyers
between them. For illustration purposes, considéifNgN with
one hidden layer (Fig. 1).

The input-layer neurons do not perform any comjtat

they merely distribute the input¥ to the Weights\/\/i'j1 of

the hidden layer. In the neurons of the hiddenrlafyest the
weighted sum of the inputs is computed:

a=i%x#ﬁfx =1m @

It is then passed through a nonlinear activafianction,
such as the sigmoid:

j=1m (4)

Other typical activation functions are the thresghininction
(hard limiter) and the sigmoidal function. The rens in the

511



International Journal of Information, Control and Computer Sciences
ISSN: 2517-9942
Vol:6, No:4, 2012

output layer are linear, i.e. only compute the Weeg sum of optimization problem to which various methods cae b

their inputs: applied; it's used Error backpropagation (first-@rdradient).
First-order gradient methods are based on the vigip
h T general update rule for the weights:
y =2 Wiy =) x 1= 1n ®)

= w(n+1)=w(n-a(n0J W 1) @)
Training is the adaptation of weights in a rmnlalyer
network such that the error between the desiredub@nd the where W( n) is the weight vector at iteratiom,a’(n) is a
network output is minimized.
Two steps are distinguished in this procedure: (variable) learning rate (a parameter) aE(bl](W) is the
» Feedforward computation. From the network inpufs xJacobian of the network:
the outputs of the first hidden layer are first

computed. T
Then using these values as inputs to the second 4 (W) - 0J (W) + OJ( V\b 4 ‘]( V\)
hidden layer, the outputs of this layer are computetc. owl ow2 " owd
Finally, the output of the network is obtained.

« Weight adaptation. The output of the network is
compared to the desired output. The difference %
these two values, the error, is then used to adast
weights first in the output layer, then in the laye
before, etc., in order to decrease the error (gradi
descent optimization). This backward computation is A.Architecture of ANEIS
called error backpropagation [16].

A network with one hidden layer is sufficierar fmost
approximation tasks. More layers can give a bditebut the
training takes longer. Choosing the right numbenedirons in
the hidden layer is essential for a good resulb fBwv neurons
give a poor fit, while too many neurons result irelstraining
of the net (poor generalization to unseen data).

A compromise is usually sought by trial and erratimods.

9)

The nonlinear optimization problem is thus sdhby using
e first term of its Taylor series expansion (ghadient).

Ill.  ADAPTIVE NEURO-FUZZY INFERENCE SYSTEMANFIS)

The ANFIS is a fuzzy Sugeno model put in therfework
of adaptive systems to facilitate learning and &atam [12]-
[17]. Such framework makes the ANFIS modeling more
systematic and less reliant on expert knowledge.
To present the ANFIS architecture, two fuzzy ifrtheules
based on a first order Sugeno model are considered:

Rule 1: if kis A7) and § is By) then (f, = p,X+ q y+ )
Rule 2: If & is A) and ¢ is By then
(f, = P X+ y+ 1)

2. Error back propagation
Consider for simplicity a MNN with one output.set of N

input—output  data pairs{(xk, yf()\ k=1,2,.. ,r} is

available. We represent this set as a matw€ R"*", where Xand yare the inputs,A and B, are the fuzzy sets,
having the input vectorsq in its rows, and a column vector fi are the outputs within the fuzzy region specifigd the

y* €R"Y, containing the desired outplyték: fuzzy rule, p.,q and I;ri are the design parameters that are

determined during the training process. The ANFIS
_ T [ ox « T architecture to implement these two rules is shiwfig. 2, in
X _[Xl""’ XN] y _[yl""’yN] (6) which a circle indicates a fixed node, whereas aasg
indicates an adaptive node.

The difference between the desired outgﬁt and the In the first layer, all the nodes are adap."“‘“’es- The
outputs of layer 1 are the fuzzy membership grafieghe

output of the networly is called the error. This error is used t%puts which are given by:
adjust the weights in the net via the minimizatioh the

following cost function: 0,1 = 4, (X) i=12 (10)
-1 N, ) — ) _
‘EZF with & =Y%~% O Of =y (¥) i=1,2 (1)

Note that the network’s outpytis nonlinear in the weights Where Hy (X) Mg (X) can adopt any fuzzy membership

W (for notational convenience, all the weights amped in a function. For example, if the bell shaped membershi
single vecto). The training of a MNN is thus a nonlinear
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Layer 1 Layer? Laverd Layerd Layer 5

Fig. 2 ANFIS architecture

function is employed,,uA (X) is given by:

1

B
)
&

(12)

2wt
O’ =>Wf =W

i=1

(16)

It can be observed that there are two adapéiyers in this
ANFIS architecture, namely the first layer and finerth layer.
In the first layer, there are three modifiable

parameteréai,b,q}, which are related to the input

membership functions. These parameters are thealksmc
premise parameters. In the fourth layer, thereadse three

modifiable paramete{spi g, {} , pertaining to the first order

polynomial. These parameters are so-called conséque
parameters [12]- [17].

B. Learning algorithm of ANFIS
The task of the learning algorithm for thistatecture is to
tune all the modifiable parameters, name{lﬁ- b, q} and

{pi q, {}, to make the ANFIS output match the training

data.
When the premise parameters ,bjand Cof the

whered , Band Gare the parameters of the membershigyempership function are fixed, the output of theFASImodel

function, governing the bell shaped functions adogly. In
the second layer, the nodes are fixed nodes. Tteelabeled

with Fig. 2 (M), indicating that they perform as a simple

multiplier.
The outputs of this layer can be represented as:

O =w =, (Y (v) =22 (13)

which are the so-called firing strengths of theesul
In the third layer, the nodes are also firedes. They are

labeled with Fig. 2 (), indicating that they play a

normalization role to the firing strengths from tpeevious
layer.
The outputs of this layer can be represented as:

q3:\7\{: W i=1,2

Wt W,

(14)

which are the so-called normalized firing strengths
In the fourth layer, the nodes are adaptiveleso The
output of each node in this layer is simply thedoret of the
normalized firing strength and a first order polgmal (for a
first order Sugeno model). Thus, the outputs of thyer are
given by:
O'=wi=w(pxt gy n =12 (15)

In the fifth layer, there is only one singlediknode labeled

can be written as:

f=— M gy Y g (17)
W+ W, W+ W,
Substituting (11) into (14) yields:
f=wf+W,f, (18)

Substituting the fuzzy if-then rules into (1B)}ecomes:

f=W(px+qyr D+Ww(px gy § (19
After rearrangement, the output can be expreased
f=@)R+ (WY g+(W rr(wx prCwy e

HW X,

which is a linear combination of the modifiable sequent
parametersp,, ¢, I, P,, d,and I,. The least squares method

can be used to identify the optimal values of them@meters
easily. When the premise parameters are not fitkerlsearch
space becomes larger and the convergence of thenga
becomes slower. A hybrid algorithm combining theste
squares method and the gradient descent methatbjgeal to
solve this problem. The hybrid algorithm is compbsd a

forward pass and a backward pass. The least squetsd

with Fig. 2 (S). This node performs the summation of allforward pass) is used to optimize the consequardrpeters

incoming signals. Hence, the overall output of thedel is
given by:

with the premise parameters fixed. Once the optimal
consequent parameters are found, the backward gtass
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immediately. The gradient descent method (backwass) is
used to adjust optimally the premise parametensesponding
to the fuzzy sets in the input domain. The outduhe ANFIS

is calculated by employing the consequent paraséend in
the forward pass. The output error is used to atiheppremise
parameters by means of a standard backpropagadjoritiam.

It has been proven that this hybrid algorithm ghhy efficient

in training the ANFIS [12]- [17].

Layerl layer? layer3

Tuzzification fuzzyniles nomalization

layer4 layer3

defizification  owput

Fig. 3 Architecture of ANFIS proposed model

C. Controller learning "ANFIS network training"

Our controller learning is done by through thetro
propagation algorithm to determine the parametepsemises
(fit parameters related to membership functionsl) parameter
estimation by the consequential least squares methich
has term "blended learning".

The ANFIS network training is made by an althori to two
days when we first estimate parameters consistetit a
technigue least squares and then the weights afatveork by
a gradient descent. Each time the drive includpbase front
and rear phase. During the phase before the irgiterps are
used to determine the outputs of neurons layeralggr| for
determining the values of parameters consisterduatct the
end. During Phase back, the algorithm error bacpagation
is applied to resolve weight of the various layédaring the
backward pass, the back fitting algorithm errorpagation is
applied to update the weight of history rules.He algorithm
of ANFIS Jang, it also optimizes many parameterthase of
history consistent. During the phase before, thearpaters
consequents are adapted so that the parametens/tast held
constant; during the back stage, the roles areagwgd. The
result of learning process is shown in Fig. 3

IV. RESULTS AND DISCUSSION

In this section we examine the effects of thibridization,
illustrated by the following graphs which thus derstate the
contribution of global research in improving leagi
outcomes classical neural networks. Once the newnzy
controller is designed and tested, it is applieduale the car
to follow her path and this controller allows autdio
generation of fuzzy rule-based inference model wjedo. A
numerical simulation is then performed. We tooleaample
to showthe results of our work, the application tfe

simulation is developed with NetBeans IDE 6.9.1 &rtgan
by giving the reference path is shown in
Fig. 4

4466666665665 0

7
b
b,
3
3

Fig. 4 Learning about this sample reference path

T
eamJ] NP e ¥

| r————

ha

6138335550009 0

Fig. 5 Application interface after execution

We took the positions of patk, yintegers, and since is

plenty of points we took a few to make learning whitnem
that are filled in the table I.

TABLE |

THE EXTRACTED (X, y) POSITIONS OF EXEMPLARY REFERENCE PATH

X | a1 109 10 62 460 296

9
3 9

y | 100 155 100 155 100 549 197

After applying the ANFIS controller, he obtained new
position followed by the car after rounding the ngesitions
that are shown in Table II.

The results are obtained after 500 iterations.

TABLE Il

THE VALUES OF THE NEW(X, y) POSITIONS

X 32,7 108,4 90,4 112,8 63,0 | 460,1 | 298,3
7 7 5 4 8 9 8

y | 98,81 157,4 | 99.98 158,16 98,3| 549,0 | 199,0
3 3 4 1
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The Fig. 6 shows the error of our controlleeafearning by
computing the new positions of the path and it wasimal
compared to the results obtained.
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Fig. 6 Error between the reference positions aect#iculated
positions

The obtained simulation results showed that theay&uwrzy

research work is by no means to condemn convelitiona
methods. The approach presented is primarily enti@h
family of methods for control of a nonlinear system
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