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#### Abstract

In this paper the gradient based iterative algorithms are presented to solve the following four types linear matrix equations: (a) $A X B=F$; (b) $A X B=F, C X D=G$; (c) $A X B=F$ s. t. $X=$ $X^{T}$; (d) $A X B+C Y D=F$, where $X$ and $Y$ are unknown matrices, $A, B, C, D, F, G$ are the given constant matrices. It is proved that if the equation considered has a solution, then the unique minimum norm solution can be obtained by choosing a special kind of initial matrices. The numerical results show that the proposed method is reliable and attractive.
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## I. Introduction

MATRIX equations are often encountered in many systems and control applications, such as Lyapunov matrix equations, Sylvester matrix equations and so on. Traditional methods convert such matrix equations into their equivalent forms by using the Kronecker product and stretching function, however, which involve the inversion of the associated large matrix and result in increasing computation and excessive computer memory. In recent years iterative approaches for solving matrix equations and recursive identification for parameter estimation have received much attention, e.g.,[1-6]. For example, Dehghan and Hajarian studied the finite iterative algorithm for the reflexive solutions of the generalized coupled Sylvester matrix equations [7]; Mukaidani et al. gave a numerical algorithm for finding solution of cross-coupled algebraic Riccati equations [8]; Zhou and Duan studied the explicit solutions to generalized Sylvester matrix equations [9, 10]; Ding and Chen presented a gradient based and a leastsquares based iterative algorithms for generalized Sylvester matrix equations and general coupled matrix equations [11, 12].

Our main contribution in this paper is to provide a gradient based iterative algorithm to solve the following matrix equations:

$$
\begin{align*}
& A X B=F,  \tag{1}\\
& A X B=F, C X D=G,  \tag{2}\\
& A X B=F \text { s. t. } X=X^{T},  \tag{3}\\
& A X B+C Y D=F, \tag{4}
\end{align*}
$$

where $X$ and $Y$ are unknown matrices, $A, B, C, D, F, G$ are the given constant matrices. We observe that Ding et al.[13, 14] have considered the iterative solutions of Eqs.(1) and (2),

Jiashang Jiang: School of Mathematics and Physics, Jiangsu University of Science and Technology, Zhenjiang 212003, P R China. e-mail: jjiashang@163.com
Hao Liu: Department of Mathematics, Nanjing University of Aeronautics and Astronautics, Nanjing 210016, P R China. e-mail: hliu@nuaa.edu.cn
Yongxin Yuan: School of Mathematics and Physics, Jiangsu University of Science and Technology, Zhenjiang 212003, P R China. e-mail: yuanyx_703@163.com
but their algorithms can work well on the condition that the matrix equation considered should have the unique solution, which seems a rigorous requirement. In this paper, we present gradient based iterative algorithms to solve Eqs.(1)-(4) and prove that if the equation considered has a solution, then the unique minimum norm solution can be obtained by choosing a special kind of initial matrices. The numerical results show that the proposed method is reliable and attractive.

Throughout this paper, we shall adopt the following notation. $\mathbf{R}^{m \times n}$ denotes the set of all $m \times n$ real matrices. $A^{T}, A^{+}$and $R(A)$ stand for the transpose, Moore-Penrose generalized inverse and the column space of the matrix $A$, respectively. $\lambda_{\max }\left(M^{T} M\right)$ denotes the maximum eigenvalue of $M^{T} M . I_{n}$ represents the identity matrix of order $n$. For $A, B \in \mathbf{R}^{m \times n}$, an inner product in $\mathbf{R}^{m \times n}$ is defined by $(A, B)=\operatorname{trace}\left(B^{T} A\right)$, then $\mathbf{R}^{m \times n}$ is a Hilbert space. The matrix norm $\|\cdot\|$ induced by the inner product is the Frobenius norm. Given two matrices $A=\left[a_{i j}\right] \in \mathbf{R}^{m \times n}$ and $B \in \mathbf{R}^{p \times q}$, the Kronecker product of $A$ and $B$ is defined by $A \otimes B=\left[a_{i j} B\right] \in \mathbf{R}^{m p \times n q}$. Also, for an $m \times n$ matrix $A=\left[a_{1}, a_{2}, \cdots, a_{n}\right]$, where $a_{i}, i=1, \cdots, n$, is the $i$-th column vector of $A$, the stretching function $\operatorname{vec}(A)$ is defined as $\operatorname{vec}(A)=\left[a_{1}^{T}, a_{2}^{T}, \cdots, a_{n}^{T}\right]^{T}$.

## II. Preliminary Considerations

To begin with, we first give some lemmas.
Lemma 1: $[11,12,13]$. If the linear equation system $M x=$ $b$, where $M \in \mathbf{R}^{m \times n}, b \in \mathbf{R}^{m}$, has a unique solution $x^{*}$, then for any initial vector $x_{0} \in \mathbf{R}^{n}$, the gradient based iterative algorithm

$$
\left\{\begin{array}{l}
x_{k}=x_{k-1}+\mu M^{T}\left(b-M x_{k-1}\right), \\
0<\mu<\frac{2}{\lambda_{\max }\left(M^{T} M\right)} \text { or } 0<\mu<\frac{2}{\|M\|^{2}},
\end{array}\right.
$$

yields $\lim _{k \rightarrow \infty} x_{k}=x^{*}$.
Lemma 2: [15]. Let $D \in \mathbf{R}^{m \times n}, H \in \mathbf{R}^{n \times l}, J \in \mathbf{R}^{l \times s}$. Then

$$
\operatorname{vec}(D H J)=\left(J^{T} \otimes D\right) \operatorname{vec}(H)
$$

Lemma 3: [16]. If $L \in \mathbf{R}^{m \times q}, b \in \mathbf{R}^{m}$, then $L y=b$ has a solution $y \in \mathbf{R}^{q}$ if and only if $L L^{+} b=b$. In this case, the general solution of the equation can be described as $y=L^{+} b+\left(I_{q}-L^{+} L\right) z$, where $z \in \mathbf{R}^{q}$ is an arbitrary vector.
Lemma 4: [16]. Suppose that the consistent linear equation $A x=b$ has a solution $x \in R\left(A^{T}\right)$, then $x$ is the unique minimum Frobenius norm solution of the linear equation.
Lemma 5: [17]. Let $f(x, y)=\sum_{i, j=0}^{K} c_{i j} x^{i} y^{j}$ be a real coefficient binary polynomial. For $A \in \mathbf{R}^{m \times m}, B \in \mathbf{R}^{n \times n}$, define a matrix polynomial as $f(A, B)=\sum_{i, j=0}^{K} c_{i j} A^{i} \otimes B^{j}$, where $A^{0}=I_{m}, B^{0}=I_{n}$. If the eigenvalues of $A$ and $B$ are, respectively, $\xi_{i}$ and $\mu_{j}, i=1, \cdots, m ; j=1, \cdots, n$, then
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the eigenvalues of $f(A, B)$ are $f\left(\xi_{i}, \mu_{j}\right), i=1, \cdots, m ; j=$ $1, \cdots, n$.

Lemma 6: The equation of $A X B=F$ has a symmetric solution $X$ if and only if the matrix equations

$$
\left\{\begin{array}{l}
A X B=F,  \tag{5}\\
B^{T} X A^{T}=F^{T},
\end{array}\right.
$$

are consistent.
Proof. If the equation of $A X B=F$ has a symmetric solution $X^{*}$, then $A X^{*} B=F$, and $\left(A X^{*} B\right)^{T}=B^{T} X^{*} A^{T}=F^{T}$. That is to say, $X^{*}$ is a solution of (5).
Conversely, if the matrix equations of (5) has a solution, say, $X=U$. Let $X^{*}=\frac{1}{2}\left(U+U^{T}\right)$, then $X^{*}$ is a symmetric matrix, and

$$
A X^{*} B=\frac{1}{2}(A U B)+\frac{1}{2}\left(A U^{T} B\right)=\frac{1}{2} F+\frac{1}{2}\left(F^{T}\right)^{T}=F .
$$

Hence, $X^{*}$ is a symmetric solution of $A X B=F$.

## III. The solution of the matrix equation $A X B=F$

Using Lemma 2, we know that the equation of (1) is equivalent to

$$
\begin{equation*}
\left(B^{T} \otimes A\right) \operatorname{vec}(X)=\operatorname{vec}(F) \tag{6}
\end{equation*}
$$

Theorem 1: Suppose that $A \in \mathbf{R}^{m \times n}, B \in \mathbf{R}^{p \times q}$ and $F \in$ $\mathbf{R}^{m \times q}$. If the equation of (1) has a unique solution $X^{*}$, then for any initial matrix $X_{0}$, the gradient based iterative algorithm

$$
\left\{\begin{array}{l}
X_{k}=X_{k-1}+\mu A^{T}\left(F-A X_{k-1} B\right) B^{T}  \tag{7}\\
0<\mu<\frac{2}{\lambda_{\max }\left(A^{T} A\right) \cdot \lambda_{\max }\left(B B^{T}\right)} \quad \text { or } \quad 0<\mu<\frac{2}{\|A\|^{2} \cdot\|B\|^{2}}
\end{array}\right.
$$

yields $\lim _{k \rightarrow \infty} X_{k}=X^{*}$.
Proof. Applying Lemma 1 to Eq.(6), we have the gradient based iterative algorithm for the equation of (1) described as follows.

$$
\begin{align*}
\operatorname{vec}\left(X_{k}\right) & =\operatorname{vec}\left(X_{k-1}\right)+\mu\left(B^{T} \otimes A\right)^{T}(\operatorname{vec}(F) \\
& \left.-\left(B^{T} \otimes A\right) \operatorname{vec}\left(X_{k-1}\right)\right) \tag{8}
\end{align*}
$$

From (8) and Lemma 2, we can easily obtain

$$
\begin{equation*}
X_{k}=X_{k-1}+\mu A^{T}\left(F-A X_{k-1} B\right) B^{T} \tag{9}
\end{equation*}
$$

By Lemma 5, we know that

$$
\begin{aligned}
\lambda_{\max }\left(\left(B^{T} \otimes A\right)^{T}\left(B^{T} \otimes A\right)\right) & =\lambda_{\max }\left(B B^{T} \otimes A^{T} A\right) \\
=\lambda_{\max }\left(A^{T} A\right) \cdot \lambda_{\max }\left(B B^{T}\right) & \leq\|A\|^{2} \cdot\|B\|^{2}
\end{aligned}
$$

According to Lemma 1 , Theorem 1 is proven.
Now, assume that $J \in \mathbf{R}^{m \times q}$ is an arbitrary matrix, then we have

$$
\operatorname{vec}\left(A^{T} J B^{T}\right)=\left(B \otimes A^{T}\right) \operatorname{vec}(J) \subset R\left(B \otimes A^{T}\right)
$$

It is obvious that if we choose

$$
\begin{equation*}
X_{0}=A^{T} J B^{T} \tag{10}
\end{equation*}
$$

where $J$ is an arbitrary matrix, then all $X_{k}$ generated by the equation of (9) satisfy

$$
\operatorname{vec}\left(X_{k}\right) \subset R\left(B \otimes A^{T}\right), k=1,2, \cdots
$$

It follows from Lemma 3 that the equation of (1) has a solution if and only if

$$
\left(B^{T} \otimes A\right)\left(B^{T} \otimes A\right)^{+} \operatorname{vec}(F)=\operatorname{vec}(F)
$$

which implies that

$$
\begin{equation*}
A A^{+} F B B^{+}=F \tag{11}
\end{equation*}
$$

By Lemma 4, we have proved the following result.
Theorem 2: Suppose that the condition (11) is satisfied. If we choose the initial matrix by (10), where $J$ is an arbitrary matrix, or especially, $X_{0}=0$, then the iterative solution $\left\{X_{k}\right\}$ obtained by the gradient iterative algorithm (7) converges to the unique minimum Frobenius norm solution $X^{*}$ of Eq.(1).

## IV. The solution of the matrix equations <br> $$
A X B=F, C X D=G
$$

Using Lemma 2, we know that the equations of (2) are equivalent to

$$
M \operatorname{vec}(X)=\left[\begin{array}{c}
\operatorname{vec}(F)  \tag{12}\\
\operatorname{vec}(G)
\end{array}\right]
$$

where

$$
M=\left[\begin{array}{c}
B^{T} \otimes A \\
D^{T} \otimes C
\end{array}\right]
$$

Theorem 3: Suppose that $A \in \mathbf{R}^{m \times n}, B \in \mathbf{R}^{p \times q}, C \in$ $\mathbf{R}^{f \times n}, D \in \mathbf{R}^{p \times t}, F \in \mathbf{R}^{m \times q}$ and $G \in \mathbf{R}^{f \times t}$. If the equation of (2) has a unique solution $X^{*}$, then for any initial matrix $X_{0}$, the gradient based iterative algorithm
$\left\{\begin{array}{c}X_{k}=X_{k-1}+\mu\left[A^{T}\left(F-A X_{k-1} B\right) B^{T}\right. \\ \left.\quad+C^{T}\left(G-C X_{k-1} D\right) D^{T}\right] \\ 0<\mu<\frac{2}{\lambda_{\max }\left(A^{T} A\right) \cdot \lambda_{\max }\left(B B^{T}\right)+\lambda_{\max }\left(C^{T} C\right) \cdot \lambda_{\max }\left(D D^{T}\right)} \\ \quad \text { or } 0<\mu<\frac{2}{\|A\|^{2} \cdot\|B\|^{2}+\|C\|^{2} \cdot\|D\|^{2}},\end{array}\right.$
yields $\lim _{k \rightarrow \infty} X_{k}=X^{*}$.
Proof. Applying Lemma 1 to Eq.(12), we have the gradient based iterative algorithm for the equation of (2) described as follows.
$\operatorname{vec}\left(X_{k}\right)=\operatorname{vec}\left(X_{k-1}\right)+\mu M^{T}\left(\left[\begin{array}{c}\operatorname{vec}(F) \\ \operatorname{vec}(G)\end{array}\right]-M \operatorname{vec}\left(X_{k-1}\right)\right)$.
From (14) and Lemma 2, we can easily obtain

$$
\begin{align*}
X_{k}= & X_{k-1}+\mu\left[A^{T}\left(F-A X_{k-1} B\right) B^{T}\right. \\
& \left.+C^{T}\left(G-C X_{k-1} D\right) D^{T}\right] \tag{15}
\end{align*}
$$

By Lemma 5, we know that

$$
\begin{aligned}
\lambda_{\max }\left(M^{T} M\right) & =\lambda_{\max }\left(B B^{T} \otimes A^{T} A+D D^{T} \otimes C^{T} C\right) \\
& =\lambda_{\max }\left(A^{T} A\right) \cdot \lambda_{\max }\left(B B^{T}\right) \\
& +\lambda_{\max }\left(C^{T} C\right) \cdot \lambda_{\max }\left(D D^{T}\right) \\
& \leq\|A\|^{2} \cdot\|B\|^{2}+\|C\|^{2} \cdot\|D\|^{2}
\end{aligned}
$$

According to Lemma 1, the proof is complete.
Now, assume that $J \in \mathbf{R}^{m \times q}$ and $L \in \mathbf{R}^{f \times t}$ are arbitrary matrices, then we have

$$
\operatorname{vec}\left(A^{T} J B^{T}+C^{T} L D^{T}\right)=M^{T}\left[\begin{array}{c}
\operatorname{vec}(J) \\
\operatorname{vec}(L)
\end{array}\right] \subset R\left(M^{T}\right)
$$
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It is obvious that if we choose

$$
\begin{equation*}
X_{0}=A^{T} J B^{T}+C^{T} L D^{T}, \tag{16}
\end{equation*}
$$

where $J, L$ are arbitrary matrices, then all $X_{k}$ generated by the equation of (15) satisfy

$$
\operatorname{vec}\left(X_{k}\right) \subset R\left(M^{T}\right), k=1,2, \cdots
$$

It follows from Lemma 3 that the equation of (2) has a solution if and only if

$$
M M^{+}\left[\begin{array}{c}
\operatorname{vec}(F)  \tag{17}\\
\operatorname{vec}(G)
\end{array}\right]=\left[\begin{array}{c}
\operatorname{vec}(F) \\
\operatorname{vec}(G)
\end{array}\right] .
$$

By Lemma 4, we have proved the following result.
Theorem 4: Suppose that the condition (17) is satisfied. If we choose the initial matrix by (16), where $J, L$ are arbitrary matrices, or especially, $X_{0}=0$, then the iterative solution $\left\{X_{k}\right\}$ obtained by the gradient iterative algorithm (13) converges to the unique minimum Frobenius norm solution $X^{*}$ of Eq.(2).
The proposed algorithm can be applied to the generalized matrix equations:

$$
\left\{\begin{array}{l}
A_{1} X B_{1}=F_{1},  \tag{18}\\
A_{2} X B_{2}=F_{2}, \\
\cdots \cdots \cdots \cdots \\
A_{s} X B_{s}=F_{s}
\end{array}\right.
$$

Define $\tilde{M}, \tilde{b}$ as

$$
\tilde{M}=\left[\begin{array}{c}
B_{1}^{T} \otimes A_{1} \\
B_{2}^{T} \otimes A_{2} \\
\cdots \cdots \cdots \\
B_{s}^{T} \otimes A_{s}
\end{array}\right], \quad \tilde{b}=\left[\begin{array}{c}
\operatorname{vec}\left(F_{1}\right) \\
\operatorname{vec}\left(F_{2}\right) \\
\cdots \cdots \\
\operatorname{vec}\left(F_{s}\right)
\end{array}\right] .
$$

Theorem 5: Let $A_{i} \in \mathbf{R}^{m_{i} \times n}, B_{i} \in \mathbf{R}^{p \times q_{i}}$ and $F_{i} \in$ $\mathbf{R}_{\tilde{\tilde{M}}}^{m_{i} \times q_{i}}, i=1,2, \cdots, s$, and suppose that the condition $\tilde{M} \tilde{M}^{+} \tilde{b}=\tilde{b}$ is satisfied. If we choose the initial matrix $X_{0}=\sum_{i=1}^{s} A_{i}^{T} J_{i} B_{i}^{T}$, where $J_{i}, i=1,2, \cdots, s$, are arbitrary matrices, or especially, $X_{0}=0$, then the gradient based iterative algorithm

$$
\left\{\begin{array}{l}
X_{k}=X_{k-1}+\mu\left(\sum_{i=1}^{s} A_{i}^{T}\left(F_{i}-A_{i} X_{k-1} B_{i}\right) B_{i}^{T}\right), \\
0<\mu<\sum_{i=1}^{\sum_{\max }^{s}\left(A_{i}^{T} A_{i}\right) \cdot \lambda_{\max }\left(B_{i} B_{i}^{T}\right)} \\
\quad \text { or } 0<\mu<\frac{2}{\sum_{i=1}^{s}\left\|A_{i}\right\|^{2} \cdot\left\|B_{i}\right\|^{2}},
\end{array}\right.
$$

converges to the unique minimum Frobenius norm solution $X^{*}$ of Eq.(18).

## V. The symmetric solution of the matrix equation <br> $$
A X B=F
$$

Using Lemma 2, we know that the equations of (5) are equivalent to

$$
N \operatorname{vec}(X)=\left[\begin{array}{c}
\operatorname{vec}(F)  \tag{19}\\
\operatorname{vec}\left(F^{T}\right)
\end{array}\right]
$$

where

$$
N=\left[\begin{array}{c}
B^{T} \otimes A \\
A \otimes B^{T}
\end{array}\right]
$$

Theorem 6: Suppose that $A \in \mathbf{R}^{m \times n}, B \in \mathbf{R}^{n \times q}$ and $F \in$ $\mathbf{R}^{m \times q}$. If the equation of (3) has a unique symmetric solution
$X^{*}$, then for any initial symmetric matrix $X_{0}$, the gradient based iterative algorithm

$$
\left\{\begin{align*}
X_{k}= & X_{k-1}+\mu\left[A^{T}\left(F-A X_{k-1} B\right) B^{T}\right.  \tag{20}\\
& \left.+B\left(F^{T}-B^{T} X_{k-1} A^{T}\right) A\right], \\
0<\mu & <\frac{1}{\lambda_{\max }\left(A^{T} A\right) \cdot \lambda_{\max }\left(B B^{T}\right)}=: \mu_{0} \\
& \text { or } 0<\mu<\frac{1}{\|A\|^{2} \cdot\|B\|^{2}},
\end{align*}\right.
$$

yields $\lim _{k \rightarrow \infty} X_{k}=X^{*}$.
Proof. Applying Lemma 1 to Eq.(19), we have the gradient based iterative algorithm for the equation of (3) described as follows.
$\operatorname{vec}\left(X_{k}\right)=\operatorname{vec}\left(X_{k-1}\right)+\mu N^{T}\left(\left[\begin{array}{c}\operatorname{vec}(F) \\ \operatorname{vec}\left(F^{T}\right)\end{array}\right]-N \operatorname{vec}\left(X_{k-1}\right)\right)$.
From (21) and Lemma 2, we can easily obtain

$$
\begin{align*}
X_{k}= & X_{k-1}+\mu\left(A^{T}\left(F-A X_{k-1} B\right) B^{T}\right. \\
& \left.+B\left(F^{T}-B^{T} X_{k-1} A^{T}\right) A\right) . \tag{22}
\end{align*}
$$

By Lemma 5, we know that

$$
\begin{aligned}
\lambda_{\max }\left(N^{T} N\right) & =\lambda_{\max }\left(B B^{T} \otimes A^{T} A+A^{T} A \otimes B B^{T}\right) \\
& =2 \lambda_{\max }\left(A^{T} A\right) \cdot \lambda_{\max }\left(B B^{T}\right) \\
& \leq 2\|A\|^{2} \cdot\|B\|^{2} .
\end{aligned}
$$

According to Lemma 1, the proof is complete.
Now, assume that $J \in \mathbf{R}^{m \times q}$ is an arbitrary matrix, then we have

$$
\operatorname{vec}\left(A^{T} J B^{T}+B J^{T} A\right)=N^{T}\left[\begin{array}{c}
\operatorname{vec}(J) \\
\operatorname{vec}\left(J^{T}\right)
\end{array}\right] \subset R\left(N^{T}\right)
$$

It is obvious that if we choose

$$
\begin{equation*}
X_{0}=A^{T} J B^{T}+B J^{T} A, \tag{23}
\end{equation*}
$$

where $J$ is an arbitrary matrix, then all $X_{k}$ generated by the equation of (20) satisfy

$$
X_{k}^{T}=X_{k}, \quad \operatorname{vec}\left(X_{k}\right) \subset R\left(N^{T}\right), k=1,2, \cdots
$$

It follows from Lemma 3 and Lemma 6 that the equation of (3) has a solution if and only if

$$
N N^{+}\left[\begin{array}{c}
\operatorname{vec}(F)  \tag{24}\\
\operatorname{vec}\left(F^{T}\right)
\end{array}\right]=\left[\begin{array}{c}
\operatorname{vec}(F) \\
\operatorname{vec}\left(F^{T}\right)
\end{array}\right]
$$

By Lemma 4, we have proved the following result.
Theorem 7: Suppose that the condition (24) is satisfied. If we choose the initial matrix by (23), where $J$ is an arbitrary matrix, or especially, $X_{0}=0$, then the iterative solution $\left\{X_{k}\right\}$ obtained by the gradient iterative algorithm (20) converges to the unique minimum Frobenius norm symmetric solution $X^{*}$ of Eq.(3).

The proposed algorithm can be used to solve the symmetric solution of the generalized matrix equations:

$$
\left\{\begin{array}{l}
A_{1} X B_{1}=F_{1},  \tag{25}\\
A_{2} X B_{2}=F_{2}, \quad \text { s.t. } \quad X^{T}=X . \\
\cdots \cdots \cdots \cdots \\
A_{s} X B_{s}=F_{s},
\end{array}\right.
$$

Define $\tilde{N}, \tilde{g}$ as

$$
\tilde{N}=\left[\begin{array}{c}
B_{1}^{T} \otimes A_{1} \\
A_{1} \otimes B_{1}^{T} \\
B_{2}^{T} \otimes A_{2} \\
A_{2} \otimes B_{2}^{T} \\
\cdots \cdots \cdots \\
B_{s}^{T} \otimes A_{s} \\
A_{s} \otimes B_{s}^{T}
\end{array}\right], \tilde{g}=\left[\begin{array}{c}
\operatorname{vec}\left(F_{1}\right) \\
\operatorname{vec}\left(F_{1}^{T}\right) \\
\operatorname{vec}\left(F_{2}\right) \\
\operatorname{vec}\left(F_{2}^{T}\right) \\
\cdots \cdots \\
\operatorname{vec}\left(F_{s}\right) \\
\operatorname{vec}\left(F_{s}^{T}\right)
\end{array}\right] .
$$

Theorem 8: Let $A_{i} \in \mathbf{R}^{m_{i} \times n}, B_{i} \in \mathbf{R}^{n \times q_{i}}$ and $F_{i} \in$ $\mathbf{R}^{m_{i} \times q_{i}}, i=1,2, \cdots, s$, and suppose that the condition $\tilde{N} \tilde{N}^{+} \tilde{g}=\tilde{g}$ is satisfied. If we choose the initial matrix $X_{0}=\sum_{i=1}^{s}\left(A_{i}^{T} J_{i} B_{i}^{T}+B_{i} J_{i}^{T} A_{i}\right)$, where $J_{i}, i=1,2, \cdots, s$, are arbitrary matrices, or especially, $X_{0}=0$, then the gradient based iterative algorithm

$$
\left\{\begin{array}{rl}
X_{k}= & X_{k-1}+\mu\left(\sum_{i=1}^{s} A_{i}^{T}\left(F_{i}-A_{i} X_{k-1} B_{i}\right) B_{i}^{T}\right. \\
& \left.+\sum_{i=1}^{s} B_{i}\left(F_{i}^{T}-B_{i}^{T} X_{k-1} A_{i}^{T}\right) A_{i}\right), \\
0<\mu & <\sum_{i=1}^{s} \lambda_{\max }\left(A_{i}^{T} A_{i}\right) \cdot \lambda_{\max }\left(B_{i} B_{i}^{T}\right) \\
& \text { or } 0<\mu<\sum_{i=1}^{s}\left\|A_{i}\right\|^{2} \cdot\left\|B_{i}\right\|^{2}
\end{array},\right.
$$

converges to the unique minimum Frobenius norm symmetric solution $X^{*}$ of Eq.(25).

## VI. The solution of the matrix equation

$$
A X B+C Y D=F
$$

Using Lemma 2, we know that the equation of (4) is equivalent to

$$
P\left[\begin{array}{c}
\operatorname{vec}(X)  \tag{26}\\
\operatorname{vec}(Y)
\end{array}\right]=\operatorname{vec}(F),
$$

where

$$
P=\left[\begin{array}{ll}
B^{T} \otimes A & D^{T} \otimes C
\end{array}\right]
$$

Theorem 9: Suppose that $A \in \mathbf{R}^{m \times n}, B \in \mathbf{R}^{p \times q}, C \in$ $\mathbf{R}^{m \times e}, D \in \mathbf{R}^{h \times q}$ and $F \in \mathbf{R}^{m \times q}$. If the equation of (4) has a unique solution pair $\left(X^{*}, Y^{*}\right)$, then for any initial matrices $X_{0}$ and $Y_{0}$, the gradient based iterative algorithm

$$
\left\{\begin{array}{l}
X_{k}=X_{k-1}+\mu\left[A^{T}\left(F-A X_{k-1} B-C Y_{k-1} D\right) B^{T}\right],  \tag{27}\\
Y_{k}=Y_{k-1}+\mu\left[C^{T}\left(F-A X_{k-1} B-C Y_{k-1} D\right) D^{T}\right], \\
0<\mu<\frac{2}{\lambda_{\max }\left(A A^{T}\right) \cdot \lambda_{\max }\left(B^{T} B\right)+\lambda_{\max }\left(C C^{T}\right) \cdot \lambda_{\max }\left(D^{T} D\right)} \\
\text { or } \quad 0<\mu<\frac{1}{\|A\|^{2} \cdot\|B\|^{2}+\|C\|^{2} \cdot\|D\|^{2}},
\end{array}\right.
$$

yields $\lim _{k \rightarrow \infty} X_{k}=X^{*}$ and $\lim _{k \rightarrow \infty} Y_{k}=Y^{*}$.
Proof. Applying Lemma 1 to Eq.(26), we have the gradient based iterative algorithm for the equation of (4) described as follows.

$$
\begin{align*}
& {\left[\begin{array}{c}
\operatorname{vec}\left(X_{k}\right) \\
\operatorname{vec}\left(Y_{k}\right)
\end{array}\right]=\left[\begin{array}{c}
\operatorname{vec}\left(X_{k-1}\right) \\
\operatorname{vec}\left(Y_{k-1}\right)
\end{array}\right]}  \tag{28}\\
& \quad+\mu P^{T}\left(\operatorname{vec}(F)-P\left[\begin{array}{c}
\operatorname{vec}\left(X_{k-1}\right) \\
\operatorname{vec}\left(Y_{k-1}\right)
\end{array}\right]\right) .
\end{align*}
$$

From (28) and Lemma 2, we can easily obtain

$$
\begin{align*}
& X_{k}=X_{k-1}+\mu\left[A^{T}\left(F-A X_{k-1} B-C Y_{k-1} D\right) B^{T}\right],  \tag{29}\\
& Y_{k}=Y_{k-1}+\mu\left[C^{T}\left(F-A X_{k-1} B-C Y_{k-1} D\right) D^{T}\right] . \tag{30}
\end{align*}
$$

By Lemma 5, we know that

$$
\begin{aligned}
\lambda_{\max }\left(P^{T} P\right) & =\lambda_{\max }\left(P P^{T}\right) \\
& =\lambda_{\max }\left(B^{T} B \otimes A A^{T}+D^{T} D \otimes C C^{T}\right) \\
& =\lambda_{\max }\left(A A^{T}\right) \cdot \lambda_{\max }\left(B^{T} B\right) \\
& +\lambda_{\max }\left(C C^{T}\right) \cdot \lambda_{\max }\left(D^{T} D\right) \\
& \leq\|A\|^{2} \cdot\|B\|^{2}+\|C\|^{2} \cdot\|D\|^{2} .
\end{aligned}
$$

According to Lemma 1, the proof is complete.
Now, assume that $J \in \mathbf{R}^{m \times q}$ is an arbitrary matrix, then we have

$$
\left[\begin{array}{c}
\operatorname{vec}\left(A^{T} J B^{T}\right) \\
\operatorname{vec}\left(C^{T} J D^{T}\right)
\end{array}\right]=P^{T} \operatorname{vec}(J) \subset R\left(P^{T}\right) .
$$

It is obvious that if we choose

$$
\begin{equation*}
X_{0}=A^{T} J B^{T}, \quad Y_{0}=C^{T} J D^{T}, \tag{31}
\end{equation*}
$$

where $J$ is an arbitrary matrix, then all $X_{k}$ and $Y_{k}$ generated by the equations of (29) and (30) satisfy

$$
\left[\begin{array}{c}
\operatorname{vec}\left(X_{k}\right) \\
\operatorname{vec}\left(Y_{k}\right)
\end{array}\right] \subset R\left(P^{T}\right), k=1,2, \cdots .
$$

It follows from Lemma 3 that the equation of (4) has a solution if and only if

$$
\begin{equation*}
P P^{+} \operatorname{vec}(F)=\operatorname{vec}(F) . \tag{32}
\end{equation*}
$$

By Lemma 4, we have proved the following result.
Theorem 10: Suppose that the condition (32) is satisfied. If we choose the initial matrices by (31), where $J$ is an arbitrary matrix, or especially, $X_{0}=0, Y_{0}=0$, then the iterative solution $\left\{X_{k}\right\}$ and $\left\{Y_{k}\right\}$ obtained by the gradient iterative algorithm (27) converges to the unique minimum Frobenius norm solution ( $X^{*}, Y^{*}$ ) of Eq.(4).

The proposed algorithm can be applied to the generalized matrix equation:

$$
\begin{equation*}
\sum_{i=1}^{s} A_{i} X_{i} B_{i}=F \tag{33}
\end{equation*}
$$

where $A_{i} \in \mathbf{R}^{m \times n_{i}}, B_{i} \in \mathbf{R}^{p_{i} \times q}, i=1,2, \cdots$, and $F \in$ $\mathbf{R}^{m \times q}$ are known matrices. Define $\tilde{P}$ as

$$
\tilde{P}=\left[\begin{array}{llll}
B_{1}^{T} \otimes A_{1}, & B_{2}^{T} \otimes A_{2}, & \cdots, & B_{s}^{T} \otimes A_{s}
\end{array}\right] .
$$

Theorem 11: Let $A_{i} \in \mathbf{R}^{m \times n_{i}}, B_{i} \in \mathbf{R}^{p_{i} \times q}, \underset{\sim}{i}=1,2, \cdots$, and $F \in \mathbf{R}^{m \times q}$. Suppose that the condition $\tilde{P} \tilde{P}^{+} \operatorname{vec}(F)=$ $\operatorname{vec}(F)$ is satisfied. If we choose the initial matrix $X_{i}^{(0)}=$ $A_{i}^{T} J B_{i}^{T}, i=1,2, \cdots, s$, where $J$ is an arbitrary matrix, or especially, $X_{i}^{(0)}=0, i=1,2, \cdots, s$, then the gradient based iterative algorithm

$$
\left\{\begin{array}{l}
X_{i}^{(k)}=X_{i}^{(k-1)}+\mu\left[A_{i}^{T}\left(F-\sum_{i=1}^{s} A_{i} X_{i}^{(k-1)} B_{i}\right) B_{i}^{T}\right], \\
i=1,2, \cdots, s, \\
0<\mu<2 \\
\text { or } 0<\mu<\frac{\sum_{i=1}^{s} \lambda_{\max }\left(A_{i} A_{i}^{T}\right) \cdot \lambda_{\max }\left(B_{i}^{T} B_{i}\right)}{\sum_{i=1}^{s}\left\|A_{i}\right\|^{2} \cdot\left\|B_{i}\right\|^{2}},
\end{array}\right.
$$

converges to the unique minimum Frobenius norm solution ( $X_{1}^{*}, X_{2}^{*}, \cdots, X_{s}^{*}$ ) of Eq.(33).

TABLE I

| The iterative solution $(\mu=0.047)$ |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| $k$ $x_{11}$ $x_{12}$ $x_{22}$ $\delta$ <br> 1 1.4229 1.0989 2.1689 0.3487 <br> 2 1.6742 0.6781 1.3437 0.1282 <br> 10 1.8999 0.7000 1.5999 $5.6296 \mathrm{e}-005$ <br> 11 1.9000 0.7000 1.6000 $2.1895 \mathrm{e}-005$ <br> 19 1.9000 0.7000 1.6000 $1.2411 \mathrm{e}-008$ <br> 20 1.9000 0.7000 1.6000 $4.9009 \mathrm{e}-009$ <br> Solution 1.9 0.7 1.6  |  |  |  |  |

TABLE II
The iterative solution ( $\mu=1 / 240$ )

| THE ITERATIVE SOLUTION $(\mu=1 / 240)$ |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| $k$ $x_{11}$ $x_{12}$ $x_{22}$ $r$ <br> 1 0.7782 1.0239 0.9829 4.2224 <br> 2 0.9198 1.2102 1.1618 0.7686 <br> 5 0.9511 1.2515 1.2014 0.0046 <br> 6 0.9513 1.2517 1.2016 $8.4356 \mathrm{e}-004$ <br> 11 0.9513 1.2517 1.2016 $1.6853 \mathrm{e}-007$ <br> 12 0.9513 1.2517 1.2016 $3.0675 \mathrm{e}-008$ <br> 13 0.9513 1.2517 1.2016 $5.5833 \mathrm{e}-009$ |  |  |  |  |



Fig. 2 The relative errors $\delta$ versus $k$ of the gradient based algorithm
Example 2. Consider the matrix equation $A X B=$ $F$ s. t. $\quad X^{T}=X$ with

$$
\begin{gathered}
A=\left[\begin{array}{ll}
0.95 & 0.60 \\
2.85 & 1.80
\end{array}\right], \\
B=\left[\begin{array}{ll}
1.13 & 0.72 \\
2.26 & 1.44
\end{array}\right], \\
F=\left[\begin{array}{cc}
6.1867 & 3.942 \\
18.56 & 11.826
\end{array}\right] .
\end{gathered}
$$

Observe that the equation has many solutions, that is, the solution is not unique. Choosing initial iterative matrix $X_{0}=0$, we apply the gradient based algorithm in (20) to compute $\left\{X_{k}\right\}$. The iterative solutions $X_{k}$ are shown in Table 2, where $r:=\left\|F-A X_{k} B\right\|$. This implies that the algorithm in (20) can be used to solve the minimum norm symmetric solution of the equation $A X B=F$.

## VIII. Concluding remarks

This paper presents gradient based iterative algorithms for solving some linear matrix equations. The analysis indicates that if the equation considered has a solution, then the iterative solutions given by the gradient based iterative algorithm converges fast to its exact solution or the unique minimum norm solution by choosing a special kind of initial matrices. The approach is demonstrated by two numerical examples and reasonable results are produced.
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