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Abstract—The population structure of the Tor tambroides was 

investigated with morphometric data (i.e. morphormetric 
measurement and truss measurement). A morphometric analysis was 
conducted to compare specimens from three waterfalls: Sunanta, Nan 
Chong Fa and Wang Muang waterfalls at Khao Nan National Park, 
Nakhon Si Thammarat, Southern Thailand. The results of stepwise 
discriminant analysis on seven morphometric variables and 21 truss 
variables per individual were the same as from a neural network. Fish 
from three waterfalls were separated into three groups based on their 
morphometric measurements. The morphometric data shows that the 
nerual network model performed better than the stepwise 
discriminant analysis.  
 

Keywords—Morphometric, Tor tambroides, Stepwise 
Discriminant Analysis , Neural Network Analysis.  

I. INTRODUCTION 
EOGRAPHICAL isolation can result in the development of 
different morphological features between fish 

populations because the interactive effects of environment, 
selection, and genetics on individual ontogenies produce 
morphometric differences with in a species [1], [2]. The 
quantification of specific characteristics of an individual, or 
group of individual can demonstrate the degree of speciation 
induced by both biotic and abiotic conditions, and contribute 
to the definition of differrent stock of species [3]. The concept 
of geographical structure in fish population is fundamental for 
population dynamics and management of fisheries [1]-[4]. 
More recently, the image analysis systems play a major role in 
the development of morphometric techniques, boosting the 
utility of morphometric research in fish population 
identification [2]. Data on morphometric measurements are 
able to identify differences between fish populations [4]-[11], 
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and used to describe the shape of each fish [8]. 
Multivariate techniques are widely used tools in ecological 

studies to assess the relationships between biological 
communities [12]. These techniques can yield information 
complementary to that derived from biochemical, 
physiological and life history studies [4]. A stepwise 
discriminant analysis of morphometric characters is a 
powerful technique to investigate the geographical variation 
of stocks [4]. This technique is a traditional multivariate of 
morphometric data [6]. 

Since a few years ago, the artifitial neural networks (ANNs) 
have become one of the most promising tools for predicting 
[13] and solving problems of differentiating between groups 
[14]. The ANNs are non-linear mathematical structures 
capable of representing the complex non-linear process that 
relates the inputs to the outputs of a system [13]. There is no 
need to specify a particular model. Rather, the model is an 
adaptive form based on the features present from the data. 
This data-driven approach is suitable for many empirical data 
sets where no theoretical guidance is available to suggest an 
appropriate data generating process [15]. ANNs models have 
been increasingly applied in many fields of science and 
usually providing highly satisfactory results [13]. 

This study aimed at examining the morphometric variability 
of Tor tambroides populations at Sunanta, Nan Chong Fa and 
Wang Muang waterfalls, Khao Nan National Park, Thailand 
using Stepwise Discrimant Analysis (SDA) and Neural 
Network Analysis (NNA). 

II. MATERIALS AND METHODS 

A. Fish Biology 
Tor tambroides is in the Cyprinidae family typically 

inhabited waterfalls and have a long large flat torso with a 
long mental lobe and small head, green brown colours, large 
scales and 15-20 cm in body. Tor tambroides are sexually 
mature when mall, silvery with yellow, orange, pink or pale 
red fins. 

B. Study Site 
Nakhon Si Thammarat is a southern province bordering the 

Gulf of Thailand located at 8° 22´- 8° 45´ N 99° 37´- 99° 51´. 
Khao Nan National Park covers 436 km2 encompassing a 
huge variety of wildlife, including mountains, forests, rivers 
and waterfalls (Fig. 1). 
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Fig. 1 Location of sample sites from (▲) Sunanta, (■) Nan Chong Fa 

and (♦) Wang Muang waterfalls 
 
 
C. Sampling Measurement 
A total of 116 specimens of Tor tambroides were collected 

during July-August 2006 from three waterfalls: Sunanta, Nan 
Chong Fa and Wang Muang waterfalls. Digital photographs 
were taken with a Sony DSC-F717 on the left side of each 
fish. All measurements were taken with a digital caliper by 
Mathematica 5.2 at ± 0.01 mm. Each individual was measured 
using seven morphometric variables including Total length 
(TL), Fork length (FL), Standard length (SL), Head length 
(HL), Snout length (SnL), Eye diameter (ED), Body depth 
(BD), (Fig. 2a) and 21 truss variables (Fig. 2b). 

Geographic variation of size was usually assessed by 
allometric analysis. This analysis provides a method to 
elucidate the relationship between process of growth and 
evolution. Most of the variability in a set of multivariate 
character is due to size. Thus, shape analysis should be free 
from the effect of size to avoid misinterpretation of the results. 
The morphometric data were transformed to common  

 
TL 

FL 
SL 

HL 

SnL 

ED 

BD 

 
(a) 

 
(b) 

Fig. 2 (a) Morphometric measurement per individual (b) Truss 
measurement per individual 

 
logarithms in order to increase linearity and multivariate 
normality [5]. Size-dependent variation was removed using an 
allometric approach [Res]. Data were transformed using (1) 

 
Mtrans = logM-b(logSL-logSLmean)       (1) 

 
where Mtrans is the transformed measurement, M is the original 
measurement, b is the within-group slope regression of the 
logM versus logSL, SL is the standard length of the fish, and 
SLmean is the overall mean of the standard length. 

D. Stepwise Discriminant Analysis 
Stepwise estimation is an alternative to the simultaneous 

approach. The stepwise approach begins by choosing the 
single best discriminating variables. The initial variable is then 
paired with each of the other independent variables one at a 
time. The variables are best able to improve the discriminating 
power of the function in combination with the first variable 
chosen. The third and any subsequent variables are selected in 
a similar manner. As additional variables are included in the 
model, some previously selected variables may be removed if 
the information they contained about group differences is 
available in some combination of the other variables included 
at later stages. If a stepwise method is used to estimate the 
discriminant function, the Mahalanobis D2 and Rao’s V 
measures is most appropriate. Both are measures of general 
distance. The Mahalanobis D2 procedure is based on 
generalized squared Euclidean distance that adjusts for 
unequal variances [16]. 

A stepwise discriminant analysis was performed to 
investigate the integrity of the pre-defined groups. This 
statistical analysis builds a predictive model of group 
membership based on observed characteristics of each sample 
[1] (in each case the membership of each scale to sites 
Sunanta, Nan Chong Fa and Wang Muang waterfalls). Each 
individual was allocated to the group with nearest centroid, 
and the proportion of individuals allocated to each group was 
calculated. 

A cross-validation testing procedure was performed to 
assess the ability of the selected variables to predict fish from 
the three sites [1]. In cross-validation, one individual is 
removed from the original matrix. The discriminant analysis is 
then performed from the remaining observations and used to 
classify the omitted individual. The proportion of individuals 
correctly re-allocated was taken as a measurement of the 
integrity of that group. Differences were tested with a 
stepwise discriminant analysis with variables entered in a 
forward manner using F = 3.84 for entering, and F = 2.71 for 
removal. Statistical differences were considered significant 
where P-value = 0.05 [1], [16]. The statistical treatment was 
carried out with SPSS 12.0 for Windows. 
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E. Neural Network Analysis 
The structure of a neural net consists of connected units 

referred to as "nodes" or "neurons". Each neuron performs a 
portion of the computations inside the net: a neuron takes 
some numbers as inputs, performs a relatively simple 
computation on these inputs, and returns an output. The output 
value of a neuron is passed on as one of the inputs for another 
neuron, except for neurons that generate the final output 
values of the entire system. 

 

 
Fig. 3 A schematic diagram of an artificial neural network where R is 
the number of input variables and S is the number of neurons in the 

hidden layer [17] 
 

A schematic diagram of an artificial network is shown in 
Fig. 3, where the small black circles are artificial neurons and 
the connections represent weights that describe the importance 
of the signal being transmitted along a given path [17]. Thus, 
the net input to a given neuron would be given by   (2). 

 
a = f (Wp + b)                      (2) 

 
where p is the total signal being transmitted from one neuron 
to the next, along a single axon W is the weight function for 
that connection, and f is a transfer function. 

In ANN the scalar input p is transmitted through a 
connection that multiplies its strength by the scalar weight W 
to form the product Wp plus a bias b. This sum is the 
argument of the transfer function f that produces the scalar 
output a. The bias is much like a weight, except that it has a 
constant input of 1. The transfer function f is typically a step 
function or a sigmoid function, that takes the argument Wp+b 
and produces the output a. In most ANN applications, a 
network with one hidden layer is used in Fig. 3 as in (3). 

 
a2 = f2(LW2,1 f1(IW1,1p + b1) + b2)             (3) 

 
where a2 is the total scalar output, f2, f1 the transfer functions, 
LW and IW the scalar weights, b1, b2 are the bias for the 
hidden and the input layer, respectively. The way in which 
each node transforms its input depends on the so-called 

“connection weights” (or “connection strength”) and “bias” of 
the node that can be modified in the training process. The 
output of each node to another node or the external world then 
depends on both its weight strength and bias and on the 
weighted sum of all its inputs, which are then transformed by 
a weighting function (usually sigmoidal) referred to as its 
activation function. Specifically, NeuralTools 1.0 uses the 
hyperbolic tangent function [19]. 

Multi-Layer Feed forward Networks (MLFN) (also referred 
to as Multi-Layer Perceptron Networks") are systems capable 
of approximating complex functions, and thus capable of 
modeling complex relationships between independent 
variables and a dependent one. When MLFN nets are used for 
classification, they have multiple output neurons, one 
corresponding to each possible dependent category. A net 
classifies a case by computing its numeric outputs; the 
selected category is the one corresponding to the neuron that 
outputs the highest value. 

When using NeuralTools 1.0 [19], neural networks are 
developed and used in four steps: 

1) Data Preparation 
A Data Set Manager is used to set up data sets so they can 

be used over and over again with your neural networks. 
2) Training  
A neural network is generated from a data set comprised of 

cases with known output values. These data often consist of 
historical cases for which you know the values of 
output/dependent variable. 

3) Testing 
A trained neural network is tested to see how well it does at 

predicting known output values. The data used for testing is 
usually a subset of your historical data. This subset was not 
used in training the network. After testing, the performance of 
the network is measured by statistics such as the % of the 
known answers it correctly predicted. 

4) Prediction 
A trained neural network is used to predict unknown output 

values. Once trained and tested, the network can be used as 
needed to predict outputs for new case data. 

The variable impact analysis is used to measure the 
sensitivity of net predictions to changes in independent 
variables. This analysis is only done on training data. As a 
result of the analysis, every independent variable is assigned a 
"Relative Variable Impact" value; these are percent values and 
add to 100%. The lower the percent value for a given variable, 
the less that variable affects the predictions. The results of the 
analysis can help in the selection of a new set of independent 
variables, one that will allow more accurate predictions. For 
example, a variable with a low impact value can be eliminated 
in favor of some new variable. However, one needs to keep in 
mind that the results of the Impact Analysis are relative to a 
given net. 
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III. RESULTS AND DISCUSSION 

A. Stepwise Discriminant Analysis 
When ten morphometric variables (i.e. FL, SL, ED, AB, 

CK, DE, DH, DI, DJ and HI) had been entered, Wilks’λ 
dropped to 0.064 with a significant difference among three 
waterfalls (F = 30.616, P<0.001, Table I). 

The first canonical discriminant function of the discriminant 
analysis explained 73.1% of the total variance while the 
second one accounted for 26.9% of the total variance. The 
plot of the two canonical variables shows a complete 
separation among three waterfalls (Fig. 4). The discriminant 
analysis correctly classified 111 of the 116 fishes (i.e. 95.7%), 
while the cross-validation testing procedure correctly 
classified 98 of the 116 fishes (i.e. 93.1%) of the fishes. 

For both analyses, fish collected from Sunanta waterfall 
were the most correctly classified fish (Table II, and III), and 
followed by fish collected from Wang Muang waterfall (Table 
II, and III). The least corrected classification were fish 
collected from Nan Chong Fa waterfall (Table II, and III). The 
plot of the two canonical variables showed a complete 
separation between the three groups (Fig. 4). 
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Fig. 4 Scatter plot of the canonical scores from the discriminant 
analysis of (▲) Sunanta, (■) Nan Chong Fa and (♦) Wang 

Muang waterfalls 

B. Neural Network Analysis 
When morphometric variables were entered, the percent of 

relative variable impact  reduced from 7.5% to 0.7% (Fig. 5). 
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The neural network analysis correctly classified 91 of the 93 

fishes (i.e. 97.8%) from training procedure, 20 of the 23 fishes 

(i.e. 87.0%) from testing procedure and 111 of the 116 fishes 
(i.e. 95.7%) from predicting procedure (Table III-V). Fish 
collected from Wang Muang waterfall were gave the highest 
correct classification, followed by fish collected from Sunanta 
waterfall and Nan Chong Fa waterfalls (Table VI). 

 
TABLE I 

SUMMARY OF STEPWISE DISCRIMINANT ANALYSIS 
Step Variable  Wilks’λ F-statistics Sig. 

1 FL 0.284 142.514 0.000 
2 SL 0.175 78.055 0.000 
3 ED 0.161 55.352 0.000 
4 AB 0.122 51.279 0.000 
5 CK 0.111 43.557 0.000 
6 DE 0.097 39.779 0.000 
7 DH 0.089 35.900 0.000 
8 DI 0.079 33.913 0.000 
9 DJ 0.070 32.505 0.000 
10 HI 0.064 30.616 0.000 

 
TABLE II 

CLASSIFICATION RESULTS FOR THE DISCRIMINANT ANALYSIS (ORIGINAL) 

Predicted Group Membership Site 
Sunanta Nan Chong Fa Wang Muang 

Correct 
Total 

S 36 
(97.3) 

0 
(0.0) 

1 
(2.7) 

37 
(100.0) 

N 0 
(0.0) 

28 
(93.3) 

2 
(6.7) 

30 
(100.0) 

W 1 
(2.0) 

1 
(2.0) 

47 
(95.7) 

49 
(100.0) 

95.7% of selected original grouped cases correctly classified. 
 

TABLE III 
CLASSIFICATION RESULTS FOR THE CROSS-VALIDATE TESTING PROCEDURE  

Predicted Group Membership Site 
Sunanta Nan Chong Fa Wang Muang 

Correct 
Total 

S 33 
(89.2) 

1 
(2.7) 

3 
 (8.1) 

37 
(100.0) 

N 0 
(0.0) 

28 
(93.3) 

2 
(6.7) 

30 
(100.0) 

W 1 
(2.0) 

1 
(2.0) 

47 
(95.7) 

49 
(100.0) 

93.1% of selected cross-validated grouped cases correctly classified. 
 

TABLE IV 
CLASSIFICATION RESULTS FOR THE NEURAL NETWORK (TRAINING CASES) 

Predicted Group Membership Site 
Sunanta Nan Chong Fa Wang Muang 

Correct 
Total 

S 32 
(97.0) 

0 
(0.0) 

1 
(3.0) 

33 
(100.0) 

N 1 
(4.0) 

24 
(96.0) 

0 
(0.0) 

25 
(100.0) 

W 0 
(0.0) 

0 
(0.0) 

35 
(100.0) 

35 
(100.0) 

 
 
 
 
 
 
 

Fig. 5 Percent of Relative Variable Impact



International Journal of Biological, Life and Agricultural Sciences

ISSN: 2415-6612

Vol:1, No:9, 2007

110

 

 

TABLE V 
CLASSIFICATION RESULTS FOR THE NEURAL NETWORK (TESTING CASE S) 

Predicted Group Membership Site 
Sunanta Nan Chong Fa Wang Muang 

Correct 
Total 

S 3 
(75.0) 

0 
(0.0) 

1 
(25.0) 

4 
(100.0) 

N 0 
(0.0) 

4 
(80.0) 

1 
(20.0) 

4 
(100.0) 

W 0 
(0.0) 

1 
(7.14) 

13 
(92.86) 

14 
(100.0) 

 
TABLE VI 

CLASSIFICATION RESULTS FOR THE NEURAL NETWORK (PREDICTING CASES) 

Predicted Group Membership Site 
Sunanta Nan Chong Fa Wang Muang 

Correct 
Total 

S 35 
(94.6) 

0 
(0.0) 

2 
(5.4) 

37 
(100.0) 

N 1 
(3.3) 

28 
(93.3) 

1 
(3.3) 

30 
(100.0) 

W 0 
(0.0) 

1 
(2.0) 

48 
(98.0) 

49 
(100.0) 

 
The result of the multivariate analysis 7 morphometric 

variables and 21 truss variables showed differences between 
all three waterfalls. From the discriminant analysis and neural 
network analysis of three populations were distinguished, 
belonging to the three sampling sites. The first discriminant 
function opposed individuals from Sunanta waterfall and Nan 
Chong Fa waterfall, while the second discriminant function 
discriminates Nan Chong Fa waterfall from Wang Muang 
waterfall. A clear geographical gradient occurs among 
waterfalls suggesting that in some cases, the fish from these 
areas represent three separate groups. 

Morphometric studies have been able to identify differences 
between fish populations. Therefore, morphometric 
measurement is a helpful tool for the discrimination of fish 
populations [3], [7], [8]. Morphometric measurements 
combining with image analysis are steps ahead to produce a 
better understanding of fish stock structures [3]. Within this 
context, our study highlights that morphology can be 
successful used to discriminate fish populations within 
waterfall as a fine spatial scale, i.e. a waterfall stretch [2]. The 
use of fish scale morphology is an easy-to-implement method, 
relatively rapid, inexpensive nor require fish sacrifice [2]. 
Since the identification of populations and their connectivity 
between each other is a major point for conservation and 
management of vulnerable species, the use of scale 
morphology to this purpose appears to be very promising [2]. 
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