
International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:2, No:3, 2008

782

 

   
Abstract—In this article we are going to discuss the improvement 

of the multi classes’ classification problem using multi layer 
Perceptron. The considered approach consists in breaking down the 
n-class problem into two-classes’ subproblems. The training of each 
two-class subproblem is made independently; as for the phase of test, 
we are going to confront a vector that we want to classify to all two 
classes’ models, the elected class will be the strongest one that won’t 
lose any competition with the other classes. Rates of recognition 
gotten with the multi class’s approach by two-class’s decomposition 
are clearly better that those gotten by the simple multi class’s 
approach. 

 
Keywords—Artificial neural network, letter-recognition, Multi 

class Classification, Multi Layer Perceptron. 

I. INTRODUCTION 
HE improvement of training techniques has been a 
continuous process since the use of certain learning 

models, such as artificial neural networks, the hidden markov 
models, Bayesian networks and more lately the support vector 
machines etc... We are going to get especially interested in the 
artificial neural network and more precisely to the multi layer 
Perceptron (MLP) architecture. The improvement of the 
learning process through the MLP has taken several aspects. 

Several works are directed towards the optimization of the 
model’s architecture and its internal parameters as well as the 
training algorithms; among these works we find the genetic 
algorithms that consist in finding the appropriated architecture 
for a problem given among others by modifying the model’s 
configuration. Other aspects indicate the importance of the pre 
processing phase by trying to valorise the good choice of 
characteristic vectors that presents at best the data of a 
problem.  

In general the neural networks are flexible models that 
permit to treat the multiclasses problems in a direct way, 
however the SVM (support vector machines) models can not 
treat this task in a straight way as they are two-classes models 
by necessity, but it can approach the multiclasses problems by 
virtue of some techniques of which we inspire the idea for this 
paper. Among the techniques adopted for the SVMs, we find 
the technique one against all formulated by Vapnik [1] and 
one against one, called pairwise classification again [2]. 
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In this paper we will try to improve the learning multi 
classes’ process by the choice of the decomposition strategy in 
two classes’s subproblems.  

In the first section we will present the multi classes’ 
learning problem, the second section will be dedicated to the 
presentation of the decomposition method. The third section 
will show the results gotten with a comparative survey. 

II. PROBLEM OF MULTI CLASSES CLASSIFICATION 

A.  The Architecture of Neural Network 
A neural network is an oriented and weighted graph. The 

nodes of this graph are simple automatons named formal 
neurons possessing an internal state that represents its 
activation and by which they influence the other neurons of 
the network. This activity propagates itself in the graph along 
weighted bows called synaptic links (or weights). 

The state of the whole network is composed of its neurons’ 
activation, and by the matrixes of the synaptic weights joining 
a layer to the following, each one is a matrix in which we find 
the weights of the links, the answer oj of a neuron number j is 
given like follows: 
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We can categorize the neurons of the network in three sets: 
I, O and H. The I set corresponds to the input neurons. The 
input neurons are the neurons that receive the data of the 
problem [3]. The O set is the set of the output neurons: it is a 
subset of neurons whose activation will be interpreted as the 
answer of the network. The H set is the set of the hidden 
neurons. Hidden neurons are those that are not present in the 
input nor in the output of the network. The hidden neurons 
don't have any direct links with the outside and act therefore 
through other neurons. A network having hidden neurons, is 
often more powerful than a network without hidden neurons. 

Although a variety of architectures and of connections’ 
topologies exists, we are essentially interested in the multi 
layered architecture named Multi Layer Perceptron (MLP) and 
in the generalized structure called non recurrent feed-forward. 
Neurons are arranged by layers. There is no connection 
between neurons of a same layer and connections settle only 
with the neurons of the following layer. Every neuron of a 
layer is connected to all neurons of the following layer and to 
only this one, although we can find, in the generalized 
networks, some connections that can directly jump from the 
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input layer to the output one. We will adopt the following 
notation to designate the architecture of a MLP: MLP(nlayer1, 
nlayer2,….., nlayeri,… nlayerl), nlayeri is the number of 
neurons for the layer number i. 

 

 
Fig. 1 MLP with 3 layers 

 

B. Multi Classes Classification with the Multi Layer 
Perceptron 

We approach a supervised training’s problem (where the 
network must know the answer that it should have given) that 
consists in constructing (or in estimating) a function f(x) from 
the observed data (x1,y1),…,(xn,yn), so that f(x) is a good 
approximation of the desired answer Y.   

We often choose f in order to minimize the sum of the 
quadratic errors (in this case, it is the cost function or 
Objective function) 
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The back propagation’s algorithm based on the technique of 
the descent gradient is well adapted to the resolution of this 
problem. The task of this type of application is aiming to 
associate the label of a known pattern to a given input vector. 
The input neurons can be real or binary values; as for the 
output neurons that present the classes, the desired values are 
often strictly binary (the answers given by the network are 
contained between 0 and 1). When we present an input vector 
(representative of features) in the training phase, we want to 
have only one unit (class) that will have the value of 1 and the 
other units (classes) will have the value of 0 at the level of the 
output layer. Once the network is trained (the values of 
synapses already adjusted), when we want to recognize the 
class of an input vector of feature, we are going to have real 
values in the interval [0,1] (it depends on the function of 
transfer at the level of the output layer : in this case, it is the 
sigmoid function), the likeliest class is the one that includes 
the value the more close to 1. 

C. Learning Process of a MLP 
Let's recall that it is about reaching optimal weight values 

that minimize the objective function, for this reason we use the 
back propagation’s algorithm that requires an architecture 
having at least one hidden layer; moreover, the function of 
transfer that transforms the activation in answer at the level of 
a hidden layer must be non linear. 

The MLP proceeds by a training with known examples. The 
set of vectors of training is defined by {(xp,yp)|p=1,2,…,P}, the 
vector xp is presented through the input layer. The network 
will calculate its output vector after the passage of the 
stimulus through the hidden layers of the network, the vector 
op is compared to the one that we want to get yp, and we 
deduce the vector of errors yp - op. The criteria that we must 
minimize is the objective function (or cost function) that is the 
sum of the squared errors (SSE: Sum of Squared Errors). It is 
expressed like follows: 

2)(
2
1

pk

P

p

N

k
pk

P

p
p oyFF −== ∑∑∑           (4) 

where p is the index of the training vector, opk is the 
calculated response of the neuron k corresponding to the 
vector  p, P is the total number of training vectors and N is the 
number of output neurons.   

The calculated error will be back propagated through the 
network, and the weights wij will be modified; the back 
propagation algorithm uses the technique of the gradient 
descent to minimize the distance between the wanted output 
and the output gotten by the network:   
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The updating formula of the (synaptic) weights will be: 
 ij
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The back propagation algorithm can be summarized in the 
following steps after having fixed the architecture of the 
network (the number of layers, the number of neurons in every 
layer, the parameters of training as the choice of the transfer 
function for the neurons of the hidden layers and output layer 
as well as the parameter η called learning rate):   
1) Initialize randomly the weights of the network and 

initialize the number of n iteration to zero.   
2) Present firstly the input vectors from the training dataset  

in the network    
3) Send the input vector p through the network to get an 

output 
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4) Calculate a signal of errors between the real output and 
the desired output, calculate the sum squared errors (the 
objective function F to minimize) and increment n.   

5) Send the error signal backwards through the network    
For every unit of output k, calculate, 

)(')( kkkk netfyo −=δ  
For every hidden unit j, calculate, 
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6) Correct the weights to minimize the error by the 
following updating: )()1( n

ijij
n

ij wow Δ+=Δ + αηδ  where α 

is a constant called momentum which serves to improve 
the learning process.   
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7) Repeat the steps 2-6 with the next input vector until the 
error becomes sufficiently small or until a maximal 
number of iterations fixed in advance is reached.  

III. DECOMPOSITION TOWARDS TWO CLASSES’ PROBLEMS 

A.. Learning Phase: 
The idea is to explode a unique multi classes’ problem in 

several two classes’ problems. Instead of making learning for 
a unique MLP multi classes, we are going to make learn 
several two class MLPs, the number of MLP models gotten by 
this decomposition is given by the following formula: 

2
))1__(__(___ −×

=
classesofnumberclassesofnumbermlpsofnumbertotal For 

example: if we have a problem of classification to 4 classes, 
we will get 6 sub problems of classification to 2 classes. 
 

 
Fig. 2 The model initial to 4 classes 

 

 
Fig. 3 The final model including 6 two class MLPs 

B. Test Phase  
The Principle of classification of a vector with two class 

competition: 
At the end of the learning phase of all MLPS, our global 

model including the two-class MLP models becomes able to 
classify any characteristic vector presented in input. The basic 
idea is to confront a vector to classify to every two-class MLP. 
At every confrontation to every MLP (propagation of the 
signal in the network to get the response vector at the output), 
we will have one winning class and the other is a losing class. 
The winning class is the class that has had the most maximal 
value answer and the nearest to 1. After every competition we 
will add every winning class to a list of winners and every 
losing class to a list of losers. After having finished all 
competitions, that is to say after having confronted the input 
vector to all MLPs, we are going to eliminate all losing classes 

existing in the winners’ list, it will remain only one class in the 
winners’ list since it has not been found in the losers’ list and 
it hasn’t lost any competition. This class is the pattern that it 
should be recognized by the global model and that represents 
the good classification of the vector presented in input. 

IV.  APPLICATION TO THE PROBLEM OF CHARACTERS’ 
RECOGNITION 

A.  Description of Data 
We used the famous training dataset used by Slate and Frey 

[4]; this dataset includes 20000 input vectors with their desired 
answers. Every input vector includes 16 attributes representing 
features of the picture that it should be recognized. We had the 
choice to do two types of normalization of values of input 
vectors. The goal of this normalization is to reduce the interval 
of the incoming absolute values between zero and one. If we 
want to normalize data towards the interval [0,1], we will use 

the following formula: 
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If we want to normalize data towards the interval   [-1,1], 
we will use the formula:  

minmax

minmax2
'

xx
xxx

x
−
−−

=  

xmax and xmin are respectively the most maximal and the 
smallest value in the training dataset.    

We have 26 classes to recognize, this implies that we will 
have 325 two class MLP models to make learn. 

B. Selection of the Architecture of Artificial Neural Network  
We already have the possibility to decide the number of 

input and output neurons: the number of neurons in the input 
layer is the number of attributes of a characteristic vector; the 
number of neurons in the output layer is the classes’ number 
of the problem. We haven’t decided yet the choice of the 
number of hidden layers and the number of neurons for every 
hidden layer. We will tempt several possible configurations 
and we will choose one according to criteria of performance 
measure. The first criteria is the value of the objective 
function, the second is to test the network which is already 
trained on a sample of test and then we will note the 
percentage of successful recognition for every class and the 
average of recognition percentages for the different classes.  

Finally we are also based on the Akaike information criteria 
and on the Bayesian information criteria known in the 
literature in order to value the performance of a model: the 
more these criteria give small values, the more the model is 
efficient. 
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where p represents the number of parameters that it should 
be estimated (in our case, p represents the number of synapses 
connecting neurons between them), SSE is the sum of squared 
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errors and n corresponds to the number of observations used to 
adjust the model. 

For the multi layer Perceptron, the number of p parameters 
is given as follows: 
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where l is the total number of layers in the network. 
 
C.  Empirical Results    
We used 15000 vectors for the training phase, the remaining 

5000 will serve for the test. The criteria of stop of the training 
has been fixed to 500 epochs, the epoch term means the 
number of times that the training dataset has been completely 
browsed. Results are impressive and the ability of 
classification of our model is very powerful.    

Results gotten by a simple multi class MLP are shown in 
the table 1, the average recognition rate is around 82,54%. The 
table 2 gives results gotten by the global model with bi class 
decomposition, the average recognition rate is about 90,35%. 
We notice that the global model with two class decomposition 
is distinctly better that a simple multi class MLP model. Here 
are the comparative results for both models after test. 

 
TABLE I 

RECOGNITION WITH SIMPLE MULTI CLASS MLP MODEL (16,26,26,26) 
A   91,26 
B   84,39 
C   76,60 
D  81,48 
E   84,81 
F   86,59 
G   72,59 
H   58,42 
I   85,36 
J   90,71 
K  80,22 
L   81,95 
M   92,51 
N  83,83 

O  80,11 
P   89,37 
Q  72,35 
R   88,94 
S   76,26 
T   80,97 
U   89,30 
V   83,92 
W  90,41 
X   89,24 
Y   78,14 
Z    76,28 
Average :  

82,54% 
 
 

TABLE II 
RECOGNITION WITH TWO CLASS COMPETITION OF 325 MLPS(16,16,16,2) 

A   93,20 % 
B   90,75 % 
C   92,98 % 
D   90,27 % 
E   90,05 % 
F   93,81 % 
G   82,21 % 
H   80,33 % 
I    90,73 % 
J    91,80 % 
K   89,26 % 
L    88,29 % 
M   95,18 % 
N   87,37 % 

O   84,53 % 
P   90,33 % 

Q   94,0092% 
R   74,51 % 
S   94,94  % 
T   91,84 % 
U   93,48 % 
V   91,07 % 
W   97,005% 
X   96,23 % 
Y   91,25 % 
Z   93,81 % 
Average : 
90,35 % 

V.  CONCLUSION AND PERSPECTIVES 
We have studied the effect of decomposition of a learning 

multi classes’ problem in sub two class problems on the 
performance of classification. We have obtained some 
encouraging results. This survey remains in the experimental 
frame, thus we should construct a theoretical frame proving 
and explaining why the method adopted in this paper has 
generated this considerable success. 
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