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Abstract— Grid computing is a group of clusters connected ove

high-speed networks that involves coordinating asbaring

computational power, data storage and network ressuoperating
across dynamic and geographically dispersed latatiResource
management and job scheduling are critical taslgyithcomputing.
Resource selection becomes challenging due to dysteeity and
dynamic availability of resources. Job schedulisgiNP-complete
problem and different heuristics may be used tchemn optimal or
near optimal solution. This paper proposes a mimtealesource and
job scheduling in dynamic grid environment. The mfacus is to
maximize the resource utilization and minimize gssing time of
jobs. Grid resource selection strategy is basedVlar Heap Tree
(MHT) that best suits for large scale applicatiord aoot node of
MHT is selected for job submission. Job groupingaapt is used to
maximize resource utilization for scheduling of gobn grid

computing. Proposed resource selection model abdgjouping

concept are used to enhance scalability, robustresiency and
load balancing ability of the grid.

Both Resource and job Scheduling are two challengisks
grid computing, therefore efficient utilizationof
computational resources requires a well coordina¢sdurce
management system and an optimal job scheduliategy. In
addition for efficient resource utilization, it ismportant to
consider processing time of jobs. To achieve thetimeed
objectives, various works has been done by margarekers,
still more research needs to be done to furtherane the
performance of scheduling algorithm in grid compgtiAs a
result, this paper proposes a new approach, wiEchAn
Agent Based Dynamic Resource Scheduling Model with

FCFS-Job Grouping Strategy”.

This proposed paper consists of two major partst fiart
gives an agent based dynamic resource schedutiagInthat
manages the grid resources by considering the tirs
available computational ability of each clusteraaparticular
instance and selects the cluster with highest ctettipnal
power at the grid level and the second part previEleFS-job

in

Keywords—Agent, Grid Computing, Job Grouping, Max Heapgrouping strategy that makes efficient utilizatimf the

Tree (MHT), Resource Scheduling.

I. INTRODUCTION
HE word “grid” was first coined in the mid-1990sdenote

selected cluster by submitting a matching grouwb$ from a
FCFS job queue. The objective of this paper is ¢sigh a
model for scheduling grid resources which minimizée
processing time for resource selection and an iefficjob

a proposed distributed computing infrastructure fo§cheduling strategy to reduce processing timels.jo

advanced science and engineering projects [1].alimeof
grid computing is to aggregate the computing poviexidely
distributed resources, and provide non-trivial sy to users
[2]. Grid computing is a virtual computing havingllection of
clusters. Virtual computing refers to the systemimgfeatures
of choosing a resource in some specific mannersarnits
jobs on it. Whereas cluster means more than onee n
connected to each other either within a cabinetver a LAN,
giving users a single system image [3] and haviagous
important facilities as scalability, high throughpand high
performance. Grid computing facilitates large sa@source
sharing resulting in high speed job execution &8s cost.
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The rest part of this paper is organized asofal In
section I, related works of various research psyzerd their
analysis in this field are discussed. Section hesents the
proposed model for resource scheduling and FCFS-job
grouping strategy. Section IV provides simulatiomda

0%xperiments of the proposed model with help of Gird
toolkit and results shows the improvement in pretgstime
of jobs in comparison to other model. Finally, SatiV gives
conclusion and future work and lastly references.

Il. RELATED WORK

Resource management and job scheduling are twda mos
important and difficult issues in grid computingvennment.
In this field several works has been done. Reseanchovel
dynamic agent based resource management and jetudicty
algorithm in which highest computational power tase is
selected through Heap Sort Tree for scheduling®iabs, but
this resource scheduling strategy does not proxideal time
grid environment [4]. An Agent based Resource M@naent
that gives an alternate solution at the situatidrenvresource
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discovery fails. This algorithm identifies an eclent
resource through negotiation in case resource disgdails
without affecting the performance and it also asgoi
unnecessary resource discovery, but drawback sfpiéper is
that time taken to find the resource with negatiatolution is
more as a result waiting time of the job incred&s[6]. A
job scheduling algorithm for maximum processorizaiion,
throughput and minimum turnaround time to achie
performance optimization. It uses backup node édhase of

supervisor node fails, but it does not utlize rese

sufficiently and the processing time of the jobhigh [7].

Grouping-based job scheduling algorithm that grotinesjobs
according to MIPS of the resource. This model reduthe
processing time of the job and communication tilmat, the
algorithm doesn't take the dynamic resource charastics
into account and the grouping strategy can't ilizsource
sufficiently [8]. Grouping-based job scheduling @iihm that
groups the jobs according to MIPS and Bandwidththef

resource. These scheduling strategies reducesrtitegsing
time of the jobs and network delay but do not zgilresource
sufficiently and preprocessing time to group thlesjés more
[9], [10]. Hierarchical job scheduling approachngstwo level
scheduling consisting of top level (global scheaii and
local level. It tries to reduce overall turnaroutiche and
maximize system utilization for high system loaddain

drawback of this paper is, it does not consider diieamic
behavior of the grid resources and the algorithmsren
homogenous environment [11].

Fig. 1 Clusters connected across network
(R denotes combined resources in MIPS availabedluster)

B. An Agent Based Dynamic Resource Scheduling Model

The execution of a job in a dynamic environmiéa Grid
often calls for efficient algorithms to schedule tresources
required for successful execution of the jobs. Ehesources
may themselves be dynamic and may enter or leavsystem

at any point of time or fail and can be idle. FHoede reasons
large-scale grids can bey ver

resource scheduling in
challenging. So an efficient resource schedulimgtetyy is
required to obtain real time computational abitifythe grid
resources and minimize total execution time of joBs a
scheduling strategy is required to generate sckedulhich
seek to minimize the total execution time of jobsl also

adapt to the heterogeneity and the dynamism of the

environment.

Proposed agent based dynamic resource samgdul

To overcome some of the above problems the pemposmodel is a hierarchical two-layered approach, telayer is

model “An Agent Based Dynamic Resource Scheduliitg w
FCFS-Job Grouping strategy” is presented. Thiss tie
provide real time computing ability of the selectedource by
submitting the grouped job as soon as group isédrand this
also reduces the waiting time of the grouped jobke
resource selection uses MHT algorithm to selectrédseurce

called grid level (global level) and other layercaled cluster
level (local level). In this proposed model an dgeorks in all
the nodes of each cluster in the grid system. Deaitehas two
different responsibilities and functionalities athe agent
running in each node of every cluster in the giydtam is
called Executer agent and respective nodes aredcalb

which takes O(logn) time. This paper also reducks texecuter nodes. Responsibility of an executer @gentobtain

processing time of the jobs and utilizes the res®mumnore
sufficiently.

Ill. RESOURCE SCHEDULING MODEL

A. Basic Grid system

computational power of the node in which it is ringn The
nodes within each cluster are sorted according heir t
computational power. The node with highest comjnat
power in each cluster is selected as the superuizde of the
respective clusters. The executer agent runningspective
supervisor nodes of each cluster is called supsmagent.

Grid computing is based on access to remote computiThis supervisor agent running in supervisor node afuster

resources, which may be a group of clusters cordeater
high-speed networks. Cluster is the collectionved br more
nodes connected together over a LAN and one noslelésted
to supervise all other nodes within the clusteirgjyt a single
system image at the grid system. Proposed mod®sed on
agents. Agent can improve the efficiency of reseur
management and scheduling system by reducing tife
resource selection. They can be able to communidi#tteeach
other so as to give real time dynamic servicess@dreduling
application.

C

gives it a single system image at the grid level eepresents
the clusters during resource scheduling in the gsidtem.
Supervisor agent of a selected cluster receivespguabjobs
from job scheduler and distributes it to all othetecuter
nodes according to their capability under its svis@n.

o In order to achieve good load balance, supenagent
of the cluster distributes the tasks of the reakijebs
according to computational ability of individual emuter
nodes within the same cluster. The executer notle sgicond
highest computational power in each cluster acta hackup
node incase the supervisor node fails. This backode

performs the works of a normal Executer node whes t

supervisor node is active. Therefore, this arrareygrmakes
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the proposed grid model fault tolerant. Executeenas
running in nodes of a cluster works in local leweelcluster
level and the executer agent running in supervisale known
as supervisor agent works in global level or geitl.

Functions of an Executer Agent:

(1)Whenever prearranged time arrives these agents
activated in all available nodes of clusters witttie grid
system.

(2) Dynamically obtains
resources available in every node within each etust the
grid system.

(3) The node with highest computational power is selbets
the supervisor node by sorting the nodes accoringeir

MIPS and the executer agent running in that supervi

node is called supervisor agent.

(4) Receives the tasks from the supervisor agent arfdrpes
the execution of the assigned tasks.

(5)Sends the results of the assigned tasks back to
supervisor agent.

required characteristics of the ‘o N

Resource selection in Global Level:

Highest R
Computational

Power /
Resource

Q

re Rz@ @ sR

Fig. 3 Highest computational power resource sejacti

th%. Proposed FCFS-Job Scheduling Strategy

(6)The executer agent running in the node having skcon Job scheduling is the mapping of jobs to specifigsical
highest computational power acts as backup andressu resources, trying to minimize some cost functioacsied by

the role of a supervisor in case the first supervisode
fails.

Functions of a Supervisor Agent:

(1) Controls and coordinates the activities of all ottxeecuter
nodes of the cluster in the grid system.

(2) Obtains total computational power in MIPS of a wudy
combining its own and the individual computatiopalver
of executer nodes and gives the cluster a singitesy
image at the grid level.

(3) Competes in the selection of highest computatipoaer
cluster by using Max Heap Tree at the grid level.

(4)Receives a group of jobs from the job scheduler and

different tasks of grouped jobs are scheduled lpeahong
the executer nodes within that cluster for exeeutio

(5) Receives the result of completed tasks from executdes
and accumulates the results of corresponding jobthe
job group.

the user. So an optimal scheduling strategy is ireduto
generate schedules, which seek to minimize thé egtcution
time of jobs and also adapt to the heterogeneity tie
dynamism of the grid environment.

For job grouping, computational power of resouscéaken
as key constraint. Jobs are grouped in such a evayakimize
the resource utilization. Scheduler selects a mesooy MHT
and multiplies the resource’s Million Instructiopsr Second
(MIPS) with the granularity size, which is the tinvéthin a job
is processed at the resource. The value of thisulzion
produces the total Million Instructions (MI) forahparticular
source to process within a particular granulagiitg [8]. The
scheduler group’s user jobs by accumulating theoMéach
job matching with selected resource MI. If the Migoouped
jobs is more than the resource Ml, the last Ml addaél be
removed from the group job MI and finally groupeb jis
submitted to selected resource which will

(6) After completion of the jobs results are sent t@ thcommunication time and total processing time.

requesters.

Supervisor node selection at Local level:

Cluster
Resources-R

Cluster Supervisor node

node-r Highest

— Computational
N Power Node

Node
Resource-r

Second
Highest
Computational
Power Nod

Fig. 2 Supervisor node selection

If job submission is successful, result is senthi user, if
job submission fails for instance when resourcks faietwork
connection down, scheduler is not ready or schedsileeady
but not accepting new submissions of jobs, bandwpdoblem
or resource failure condition etc, either job isutemitted to
the same resource or job is submitted to anothlercteel
resource by running the proposed dynamic resowlEetion
algorithm. In case of repeated failure job is resitted to the
same resource for a constant number of times af@h job
is submitted to a new selected resource eitheeboving or
adding certain number of jobs according to the Fiesource.

The proposed algorithm is as follows:

1. A user sends job to the Grid Portal;

2. The Grid Portal sends a job to the Grid System;
3. Jobs come in first come first serve order;

4. SetK=0,R=0;

reduce
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If (Resource is not ready) then call MHT;
Select root node for Job Submission;
For (i=0 to Job_List_Size-1)
{
Rai = Ruips * Granularity size;
set (Total_Jok) = 0;
While ( Ry > (Total_Joby,)
{
Total_Job = Total_Job + Job
i++;
I--;
Total_Job = Total_Job - Jgb
Put Total_Job into (JRQxNd submit Job from
(JRQX to the selected Resource;
If (Job submission == success)
{
K++;
Set the computational power of seledtedource
= 0’
}
. Else
{
Call MHT for next Highest computational
power Resource;
R++;
while (Ry 2((JIRQ))m)
{
Total_Job = Total_Job + Job
i++;
(JRQ) = (Total_Job);
}
-
while ((JRQD)m > Rwi)
{
Total_Job = Total_Job — Jpb
-
((JRQ))= Total_Job ;
}

i++;

Submit (JRQ) into Resource and go to step 19 ;
} /1 End of Else;
. Tell Portal Job is submitted successfully;

D. Example of the Proposed Job Scheduling Strategy

JOB ID/MI | GROUPJOB Il | RESOURCI ID | STATUS
MI MIPS
| Granularity size ={ |
JOB 0/1 Hiyhilpupiialos e
108 11 1GROUPJOB RESOURCE YES
JOB 2/1; 3 3
JOB 3/1¢
GROUPJOB RESOURCE | NO |
JOB 4/1t >
3 45
JOB 5/1t
JOB 6/2( GROUPJOB RESOURCI 15 | YES |
JOB 7/1¢ J 7 8:
JOB 8/0
i
! GROUPJOB RESOURCI 39 | YES |
1 L
: 3 3t
1
JOB 9/2;
GROUPJOB RESOURCH 1 | YES |
JOB 10/2! j - >
7. 7E
JOB 11/2.
T
:
JOB 75/1;
GROUPJOB RESOURCI 0 | YES |
JOB 76/2! >
j 6, 6¢
JOB 77/3

Fig. 4 Example of the proposed job scheduling gyt

E. Description of Proposed Model

1) Grid users submit jobs to grid system.

2) All available executer agents are activated linnades
across the grid system to select supervisor nodeaoh
cluster at the local level. Supervisor node of eclcter
gives highest computational power of that cluster.

3) Cluster with highest computational power is stdd using
MHT algorithm at grid level, which is the root nodé
MHT. (Clusters which have finished selecting their
supervisor node are allowed to participate in qoieting
MHT)

_If (Prearranged Time of Reconstruction is not yet4) Jobs from job-queue are taken in FCFS order aned

arrived) then Call MHT for next highest

computational power resource;
.}/l End of for loop;

grouped according to the computational ability obtr
node (i.e. cluster) of MHT.

5) Grouped-jobs are submitted to the selected noote of
MHT, if job submission fails then resubmit the goed-
jobs to the same selected cluster. If job submis§iils
repeatedly for a constant number of times, calp feto

achieve a new highest computational power cluster t

resubmit that grouped-jobs.

6) Set the computational power of selected clusterero
after successful submission of grouped-jobs topgiisar its
computational power from the rest part of grid.
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7) Call step 2 periodically.

Normally, Resource selection is done periodicatiyarding
to this proposed model but it also calls for reseuselection
in some special cases like when grouped-jobs imitdd to
the resource, any fault occurs, new resource jaiid, g
reconstructions time arrives.

IV. EXPERIMENTAL EVOLUTION

A. Experimental setup and comparison

GridSim [12] has been used to create the sinomat
environment. A simulation is conducted in heteragers
environment where each cluster has machines withrelnt
characteristics and MIPS, to verify the improvemenit
proposed model over other scheduling model.
simulation, size of the granularity is taken ase8omds for
both scheduling algorithm. The MIPS is the maintdado
constrain the fine-grained to coarse-grained jofdhe
processing time is taken into account to analyeefé¢asibility
of our algorithm.

TABLE |
COMPARISIONBETWEENADRBSAND DJGBS

Number of jobs Processing Time

ADRBS DJGBS

100 55 92
200 133 195
300 175 254
400 270 476
500 342 529
60
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Fig. 5 Job processing time

B. Experimental Results

in processing time of ADRBS algorithm when numbgjobs
increases in comparison with DJGBS algorithm.

V. CONCLUSIONAND FUTUREWORK

In order to reduce processing time and utilize gesburce
sufficiently, An Agent Based Dynamic Resource Schied
with FCFS-Job Grouping strategy model has beenqgseqh
The simulation environment has shown that the mego
model is able to perform job and resource schegufingrid
environment. The proposed model has also shown aatipe
result in better scheduling compared to DJGBS motlké
proposed model provide real grid computing envirentrand
reduces the time complexity.

In thi@ the future, we are planning to implement job aesource

scheduling with genetic algorithm to increase taggrmance.
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