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#### Abstract

The problem of robust disturbance rejection (RDR) using a proportional state feedback controller is studied for the case of Left Invertible MIMO generalized state space linear systems with nonlinear uncertain structure. Sufficient conditions for the problem to have a solution are established. The set of all proportional feedback controllers solving the problem subject to these conditions is analytically determined.
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## I. Introduction

COONSIDER the general class of multivariable, linear singular systems, having nonlinear uncertain structure [1]:

$$
\begin{align*}
& E(q) \dot{x}(t)=A(q) x(t)+B(q) u(t)+D(q) z(t) \\
& y(t)=C(q) x(t) \tag{1}
\end{align*}
$$

where $\quad x \in \mathbb{R}^{n \times 1}, \quad u \in \mathbb{R}^{m \times 1}, z \in \mathbb{R}^{\zeta \times 1}, y \in \mathbb{R}^{p \times 1}$ denote the vector of the states, the control inputs, the unknown disturbances and the outputs respectively and where $\mathbb{R}$ denotes the set of real numbers. The matrices $E(q) \in[\wp(q)]^{n \times n}, \quad A(q) \in[\wp(q)]^{n \times n}, \quad B(q) \in \quad[\wp(q)]^{n \times m}$, $D(q) \in[\wp(q)]^{n \times \zeta}$ and $C(q) \in[\wp(q)]^{p \times n}$ are function matrices depending upon the uncertainty vector $q=\left[\begin{array}{lll}q_{1} & \cdots & q_{l}\end{array}\right] \in \mathbb{Q}$, where $\mathbb{Q}$ is the uncertainty domain and $\wp(q)$ is the set of all functions of $q$. The domain $\mathbb{Q}$ can be any set, while the values of the functions of $\wp(q)$ are considered to be real. The

[^0]uncertainties $q_{1}, \ldots, q_{l}$ do not depend upon the time. Regarding the structure of $E(q), A(q), B(q), D(q)$ and $C(q)$ no limitation or specification (continuity, boundness, smoothness, etc.) is required, thus covering the cases of nonlinear and distributed system's uncertain structure. It is important to mention that the matrix $E(q)$ may or may not be singular while its singularity may depend upon the values of the uncertainties. The singular system (1) is assumed to be solvable in the robust sense.
The problem of disturbance rejection is one of the most important control design problems ([2]-[4] and the references therein). The problem of disturbance rejection for the case of nonuncertain generalized state space systems has attracted considerable attention (see [5]-[8] as well as the references therein). For the case of left invertible normal linear uncertain systems, the problem of robust disturbance rejection has extensively been solved in [9], where necessary and sufficient conditions for the problem to have a solution have been derived. Other familiar results can be found in [10]-[15]. For the case of generalized state space linear systems having nonlinear uncertain structure, the problem of disturbance rejection has not as yet been studied. The familiar problem of disturbance rejection with simultaneous data sensitivity has been studied in [16]. Also it is important to mention that another robust transfer function design problem for generalized state space linear systems with nonlinear uncertain structure the familiar problem of robust input - output decoupling has been studied in [1].

In the present paper, the problem Robust Disturbance Rejection (RDR) for singular linear systems having nonlinear uncertain structure is solved, using a proportional state feedback controller. Sufficient conditions for the solvability of the problem are established and the set of all proportional state feedback controllers solving the problem under these conditions is derived (Section 3).

## II. Preliminary Definitions and Problem Formulation

To system (1) apply the proportional state feedback controller

$$
\begin{equation*}
u(t)=F x(t)+G \omega(t) \tag{2}
\end{equation*}
$$

where $F \in \mathbb{R}^{m \times n}$ is the feedback matrix, $G \in \mathbb{R}^{m \times m}$ is the
precompensator matrix and $\omega(t)$ is the vector of external inputs. For the controller to be robust the elements of the feedback matrix and the precompensator matrix. The precompensator is assumed to be invertible in order to ensure the linear independence of the influence of the external inputs.

The resulting closed loop system must be solvable (see [1], [5] and [15]) in the robust sense, i.e. $\operatorname{det}[s E(q)-A(q)-B(q) F] \not \equiv 0 \quad \forall q \in \mathbb{Q}$ where $s$ is the complex frequency. The RDR problem for the case of generalized state space systems is stated in the following definition:

Definition 2.1: The RDR problem via a proportional feedback controller of the form (2), for generalized state space linear systems having nonlinear uncertain structure is solvable if there exist controller matrices $F \in \mathbb{R}^{m \times n}, G \in \mathbb{R}^{m \times m}$ as well as an appropriate matrix, let $H(s, q)$, with elements being rational functions of $s$ with real coefficients being nonlinear functions of $q$ such that the transfer function of the overall closed loop system satisfies the following equality for every $q \in \mathbb{Q}$

$$
\begin{align*}
C(q)[s E(q)- & A(q)-B(q) F]^{-1}\left[\begin{array}{ll}
B(q) G & D
\end{array}\right]= \\
& =\left[\begin{array}{ll}
H(s, q) & 0_{p \times \varsigma}
\end{array}\right] \tag{3}
\end{align*}
$$

For the controller to be implementable the controller matrices must be independent from the uncertainties.

As already mentioned the open loop system is assumed to be robustly solvable i.e. that $\operatorname{det}[s E(q)-A(q)] \not \equiv 0 \quad \forall q \in \mathbb{Q}$. Hence there exist a real function, let $\mu(q)$ such that $\operatorname{det}[\mu(q) E(q)+A(q)] \not \equiv 0 \quad \forall q \in \mathbb{Q}$. To facilitate the construction of $\mu(q)$ we mention that its value set can be chosen to be a subset of the integer set $\{0,1,2, \ldots, n\}$. According to [1] $\mu(q)$ can be defined as follows

$$
\mu(q)=\left\{\begin{array}{cl}
0, & \forall q \in \mathbb{Q}: \operatorname{det} A(q) \neq 0 \\
& \forall q \in \mathbb{Q}: \\
i \in\{1,2, \ldots, n\}, & \sum_{j=0}^{i-1}|\operatorname{det}[j E(q)-A(q)]|=0 \\
& \wedge \operatorname{det}[i E(q)-A(q)] \neq 0
\end{array}\right.
$$

Define

$$
\begin{aligned}
& \bar{E}(q)=[\mu(q) E(q)+A(q)]^{-1} E(q) \\
& \bar{B}(q)=[\mu(q) E(q)+A(q)]^{-1} B(q) \\
& \bar{D}(q)=[\mu(q) E(q)+A(q)]^{-1} D(q)
\end{aligned}
$$

and $w(s, q)=[s+\mu(q)]^{-1}$. From the robust solvability of the open loop system and the robust solvability of the closed loop system we observe that the matrix

$$
I_{m}+w(s, q) F\left[w(s, q) I_{n}-\bar{A}(q)\right]^{-1} \bar{B}(q)
$$

is well defined and invertible, where $I_{j}$ is the $j$-th dimension unity matrix.
Based on this observation as well as the aforementioned definitions and the results in [5], the equation in (3) can be rewritten as follows

$$
\begin{align*}
& C(q)\left[w(s, q) I_{n}-\bar{A}(q)\right]^{-1}\left[\begin{array}{cc}
\bar{B}(q) & \bar{D}(q)]= \\
\end{array}\right. \\
& =-[w(s, q)]^{-1} H\left(\left([w(s, q)]^{-1}-\mu(q)\right), q\right) G^{-1} \times \\
& \left\{\left[\begin{array}{ll}
I_{m} & 0
\end{array}\right]+w(s, q) F\left[w(s, q) I_{n}-\bar{A}(q)\right]^{-1}\left[\begin{array}{cc}
\bar{B}(q) & \bar{D}(q)
\end{array}\right]\right\} \tag{4}
\end{align*}
$$

As already mentioned the open loop system has been assumed to be left invertible, i.e.

$$
\operatorname{Rank}\left[C(q)[s E(q)-A(q)]^{-1} B(q)\right]=m, \forall q \in \mathbb{Q}
$$

and consequently that $p \geq m$. Using the definitions just before (4) the above condition can be rewritten as follows

$$
\operatorname{Rank}\left[C(q)\left[w(s, q) I_{n}-\bar{A}(q)\right]^{-1} \bar{B}(q)\right]=m, \forall q \in \mathbb{Q}
$$

As a direct extension of a similar result in [5] and [9] the following lemma can be presented.

Lemma 2.1: A necessary condition for the solvability of the RDR problem of the left invertible GSS system (1) via the control law (2) is

$$
\begin{align*}
& \operatorname{Rank}\left[C(q)\left[w(s, q) I_{n}-\bar{A}(q)\right]^{-1}\left[\begin{array}{cc}
\bar{B}(q) & \bar{D}(q)
\end{array}\right]\right]= \\
& \quad=\operatorname{Rank}\left[C(q)\left[w(s, q) I_{n}-\bar{A}(q)\right]^{-1} \bar{B}(q)\right]=m, \forall q \in \mathbb{Q} \tag{5}
\end{align*}
$$

Based on Lemma 2.1, [5] and [9] it can readily be concluded that there exist an invertible for every $q \in \mathbb{Q}$ uncertain matrix, let $J(w(s, q), q)$, such that

$$
\begin{align*}
& J(w(s, q), q) C(q)\left[w(s, q) I_{n}-\bar{A}(q)\right]^{-1}\left[\begin{array}{c}
\bar{B}(q) \\
\bar{D}(q)]= \\
\end{array}\right. \\
& =\left[\begin{array}{c}
\hat{C}(q) \\
0_{(p-m) \times m}
\end{array}\right]\left[w(s, q) I_{n}-\bar{A}(q)\right]^{-1}\left[\begin{array}{l}
\bar{B}(q) \quad \bar{D}(q)], \forall q \in \mathbb{Q}, ~
\end{array}\right. \tag{6}
\end{align*}
$$

where
$\operatorname{rank}\left[\hat{C}(q)\left[\begin{array}{cc}{[\bar{B}(q)} & \bar{D}(q)]\end{array}\right]=\operatorname{rank}[\hat{C}(q) \bar{B}(q)]=m, \forall q \in \mathbb{Q}\right.$

The matrix $J(w(s, q), q)$ can be constructed following a finite step explicit algorithm presented in [9] and [17].

From (6) and (4) we observe that

$$
\begin{align*}
& J(w(s, q), q) H\left(\left([w(s, q)]^{-1}-\mu(q)\right), q\right)= \\
& =\left[\begin{array}{c}
\hat{H}\left(\left([w(s, q)]^{-1}-\mu(q)\right), q\right) \\
0_{(p-m) \times m}
\end{array}\right] \tag{8}
\end{align*}
$$

where

$$
\begin{equation*}
\operatorname{Rank}\left[\hat{H}\left(\left([w(s, q)]^{-1}-\mu(q)\right), q\right)\right]=m, \forall q \in \mathbb{Q} \tag{9}
\end{equation*}
$$

The above condition is derived by Lemma 2.1 and the robust invertibility of the matrix $I_{m}+w(s, q) F\left[w(s, q) I_{n}-\bar{A}(q)\right]^{-1} \bar{B}(q)$.

Based on (6) and (8) the equation (4) can be expressed equivalently as follows

$$
\begin{align*}
& w(s, q) P(w(s, q), q) \hat{C}(q)\left[w(s, q) I_{n}-\bar{A}(q)\right]^{-1}[\bar{B}(q) \quad \bar{D}(q)]= \\
& =\left[I_{m}+w(s, q) F\left[w(s, q) I_{n}-\bar{A}(q)\right]^{-1} \bar{B}(q) \mid\right. \\
& \left.\mid w(s, q) F\left[w(s, q) I_{n}-\bar{A}(q)\right]^{-1} \bar{D}(q)\right] \tag{10}
\end{align*}
$$

where

$$
P(w(s, q), q)=-G\left[\hat{H}\left(\left([w(s, q)]^{-1}-\mu(q)\right), q\right)\right]^{-1}
$$

The robust invertibility of the matrix $P(w(s, q), q)$ is derived by the invertibility of the precompensator and the condition (9).

Equation (10) involves as unknowns the matrices $P(w(s, q), q)$ and $F$. Clearly it must hold that

$$
\begin{equation*}
\operatorname{det}[P(w(s, q), q)] \not \equiv 0, \forall q \in \mathbb{Q} \tag{11}
\end{equation*}
$$

For all matrices $P(w(s, q), q)$ and $F$ that satisfy (10) with $P(w(s, q), q)$ robust invertible, the robust invertibility of the
matrix $\quad I_{m}+w(s, q) F\left[w(s, q) I_{n}-\bar{A}(q)\right]^{-1} \bar{B}(q) \quad$ and subsequently the solvability of the closed loop system is guaranteed for every value of the uncertain parameters.

Assume that the conditions of Lemma 2.1 are satisfied.

Then according to the above results the problem has been reduced to that of solving equation (10) with respect to $P(w(s, q), q)$ and $F$, subject to the constraint (11).

## III. Necessary and Sufficient Conditions

From the first block of the equation (10) and condition (7) we conclude that the rational matrix $P(w(s, q), q)$ must be proper with respect to $w$ and thus it can be expanded in negative powers of $w$ as follows

$$
P(w, q)=P_{0}(q) w^{0}+P_{1}(q) w^{-1}+\cdots
$$

Using the above expansion, expand both sides of equation (10) in negative powers of $w$, at any particular $q \in \mathbb{Q}$. Equating the coefficients of like powers of $w$ in both sides of the resulting equation, at any particular $q \in \mathbb{Q}$, then using a similar expression in [5], the equation (11) is equivalent to the following set of $2 n+1$ algebraic matrix equation

$$
\begin{align*}
&-F\left[[\bar{E}(q)]^{0} \bar{\Delta}(q)\right. {\left[\begin{array}{llll}
\bar{E}(q)]^{1} & \bar{\Delta}(q) & \cdots & {[\bar{E}(q)]^{2 n}} \\
\Delta & (q)
\end{array}\right]+} \\
&+\left[\begin{array}{llll}
P_{0}(q) & P_{1}(q) & \cdots & P_{2 n}(q)
\end{array}\right] \Pi(q)= \\
&=\left[\begin{array}{llll}
\bar{J} & 0_{m \times(m+\zeta)} & \cdots & 0_{m \times(m+\zeta)}
\end{array}\right] \tag{12}
\end{align*}
$$

where

$$
\begin{gathered}
\bar{J}=\left[\begin{array}{ll}
I_{m} & 0_{m \times \zeta}
\end{array}\right] \\
\bar{\Delta}(q)=\left[\begin{array}{lll}
\bar{B}(q) & \bar{D}(q)
\end{array}\right] \\
\Pi(q)=\left[\begin{array}{ccc}
\hat{C}(q)[\bar{E}(q)]^{0} \bar{\Delta}(q) & \cdots & \hat{C}(q)[\bar{E}(q)]^{2 n} \bar{\Delta}(q) \\
\vdots & \ddots & \vdots \\
0 & \cdots & \hat{C}(q)[\bar{E}(q)]^{0} \bar{\Delta}(q)
\end{array}\right]
\end{gathered}
$$

From condition (7), it can easily be observed that there exist a matrix let $\Pi^{* *}(q)$ such that

$$
\operatorname{rank}\left[\begin{array}{c}
\hat{C}(q)[\bar{E}(q)]^{0} \bar{\Delta}(q)  \tag{13}\\
\Pi^{* *}(q)
\end{array}\right]=m+\zeta, \forall q \in \mathbb{Q}
$$

The construction of such a matrix of the form $\Pi^{* *}(q)$ can be done after following the steps of the algorithm proposed in [9] for the construction of a respective matrix. Consider the block triangular composite matrix

$$
\Pi^{*}(q)=\left[\begin{array}{cccc}
\Pi_{0}^{*}(q) & \Pi_{1}^{*}(q) & \cdots & \Pi_{2 n}^{*}(q) \\
0 & \Pi_{0}^{*}(q) & \cdots & \Pi_{2 n-1}^{*}(q) \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Pi_{0}^{*}(q)
\end{array}\right]
$$

where

$$
\begin{gathered}
\Pi_{0}^{*}(q)=\left[\begin{array}{c}
\hat{C}(q)[\bar{E}(q)]^{0} \bar{\Delta}(q) \\
\Pi^{* *}(q)
\end{array}\right] \\
\Pi_{j}^{*}(q)=\left[\begin{array}{c}
\hat{C}(q)[\bar{E}(q)]^{j} \bar{\Delta}(q) \\
0
\end{array}\right], j=1,2, \ldots, 2 n
\end{gathered}
$$

According to (13) the matrix $\Pi^{*}(q)$ is invertible $\forall q \in \mathbb{Q}$. Postmultipication of equation (12) by $\left[\Pi^{*}(q)\right]^{-1}$, yields

$$
\begin{equation*}
 \tag{14a}
\end{equation*}
$$

where

$$
\left.\left.\begin{array}{c}
L_{B}(q)=L(q) M_{B}, L_{D}(q)=L(q) M_{D} \\
N_{B}(q)=N(q) M_{B}, N_{D}(q)=N(q) M_{D} \\
L(q)=\left[[\bar{E}(q)]^{0} \bar{\Delta}(q)\right. \\
\cdots
\end{array}\right][\bar{E}(q)]^{2 n} \bar{\Delta}(q)\right]\left[\Pi^{*}(q)\right]^{-1}-\left[\begin{array}{ccc}
\bar{J} & \cdots & \left.0_{m \times(m+\zeta)}\right]\left[\Pi^{*}(q)\right]^{-1} \\
N(q) & {\left[\begin{array}{ccc}
\bar{J}^{T} & \cdots & 0_{m \times(m+\zeta)}^{T} \\
\vdots & \ddots & \vdots \\
0_{m \times(m+\zeta)}^{T} & \cdots & \bar{J}^{T}
\end{array}\right],} \\
M_{D}=\left[\begin{array}{ccc}
\tilde{J} & \cdots & 0_{\zeta \times(m+\zeta)}^{T} \\
\vdots & \ddots & \vdots \\
0_{\zeta \times(m+\zeta)}^{T} & \cdots & \tilde{J}
\end{array}\right]
\end{array}\right.
$$

and where

$$
\tilde{J}=\left[\begin{array}{l}
0_{m \times \zeta} \\
I_{\zeta}
\end{array}\right]
$$

Note that $\left[\begin{array}{ll}\bar{J}^{T} & \tilde{J}\end{array}\right]=I_{m+\zeta}$.
Thus far the problem has been reduced to that of solving the linear uncertain equations in (14a) and (14b) under the constraints (i) the condition (11) is satisfied and (ii) the matrix
$F$ is independent from the uncertainties.
Before presenting our main result the following definitions are presented

$$
\begin{gather*}
R_{B}(q)=\left[L_{D}(q)\right]_{\mathbb{R}}^{\perp} L_{B}(q)  \tag{15a}\\
S_{B}(q)=N_{B}(q)-\left\langle N_{D}(q) \backslash L_{D}(q)\right\rangle_{\mathbb{R}} L_{B}(q) \tag{15b}
\end{gather*}
$$

For the definition of $[\cdot]_{\mathbb{R}}$ and $\langle\cdot \bullet \cdot\rangle_{\mathbb{R}}$ (where • denotes the argument quantities) see [18]. For their computation a finite step explicit algorithm has been proposed in [17].
Divide $R_{B}(q)$ and $S_{B}(q)$ into $2 n+1$ groups of columns to yield

$$
\begin{align*}
& R_{B}(q)=\left[\begin{array}{lll}
R_{0}(q) & \cdots & R_{2 n}(q)
\end{array}\right]  \tag{16a}\\
& S_{B}(q)=\left[\begin{array}{lll}
S_{0}(q) & \cdots & S_{2 n}(q)
\end{array}\right] \tag{16c}
\end{align*}
$$

where the submatrices $R_{j}(q)$ and $S_{j}(q)(j=0,1, \ldots, 2 n)$ have $m$ columns.

Also define the rational with respect to $w$ matrices

$$
\begin{align*}
& S(w, q)= \\
& =\left\{w^{-1} I_{m}+\left\langle N_{D}(q) \backslash L_{D}(q)\right\rangle_{\mathbb{R}}\left[w I_{n}-\bar{A}(q)\right]^{-1} \bar{B}(q)\right\} \times \\
& \times\left\{\hat{C}(q)\left[w I_{n}-\bar{A}(q)\right]^{-1} \bar{B}(q)\right\}^{-1}(17  \tag{17a}\\
& R(w, q)=\left\{\left[\begin{array}{l}
L_{D}(q) \\
N_{D}(q)
\end{array}\right]_{\mathbb{R}}^{\perp}\left[w I_{n}-\bar{A}(q)\right]^{-1} \bar{B}(q)\right\} \times \\
& \times\left\{\hat{C}(q)\left[w I_{n}-\bar{A}(q)\right]^{-1} \bar{B}(q)\right\}^{-1}( \tag{17b}
\end{align*}
$$

Using condition (7) it can readily be observed that the above rational matrices are proper with respect to $w$.

Define

$$
S^{*}(w, q)=w^{-1} I_{m}+\left\langle N_{D}(q) \backslash L_{D}(q)\right\rangle_{\mathbb{R}}\left[w I_{n}-\bar{A}(q)\right]^{-1} \bar{B}(q)
$$

Using the above definition and the definitions (15)-(17) as well as Lemma 3.1 we are now in position to present the following theorem.

Theorem 3.1: The robust disturbance rejection problem is solvable for left invertible uncertain generalized state space systems via a proportional state feedback controller if the following conditions are satisfied

$$
\begin{align*}
& \text { i) } \operatorname{Rank}\left[\bar{C}(q)\left[w(s, q) I_{n}-\bar{A}(q)\right]^{-1}\left[\begin{array}{cc}
\bar{B}(q) & \bar{D}(q)]
\end{array}\right]=\right. \\
& =\operatorname{Rank}\left[\bar{C}(q)\left[w(s, q) I_{n}-\bar{A}(q)\right]^{-1} \bar{B}(q)\right]=m, \forall q \in \mathbb{Q} \tag{18}
\end{align*}
$$

ii) $\operatorname{rank}_{\mathbb{R}}\left[\begin{array}{l}L_{D}(q) \\ N_{D}(q)\end{array}\right]=\operatorname{rank}_{\mathbb{R}}\left[L_{D}(q)\right]$
iii) The rational matrix $S^{*}(w, q)$ is robustly invertible.

Proof: The necessity of (18) comes from Lemma 2.1. According to [18], the equation (14a) is solvable with respect to $F$, being independent from the uncertainties, if and only if the condition $\operatorname{rank}_{\mathbb{R}}\left[\begin{array}{l}L_{D}(q) \\ -N_{D}(q)\end{array}\right]=\operatorname{rank}_{\mathbb{R}}\left[L_{D}(q)\right]$ is satisfied or equivalently if and only if (19) is satisfied. If the condition (19) is satisfied then according to [18], the general solution of equation (14a) with respect to $F$ is

$$
F=T\left[L_{D}(q)\right]_{\mathbb{R}}^{\perp}+\left\langle-N_{D}(q) \backslash L_{D}(q)\right\rangle_{\mathbb{R}}
$$

where $T$ is an $m \times\left(n-\operatorname{rank}_{\mathbb{R}}\left[L_{D}(q)\right]\right)$ arbitrary matrix being independent from the uncertainties. After observing that that

$$
\left\langle-N_{D}(q) \backslash L_{D}(q)\right\rangle_{\mathbb{R}}=-\left\langle N_{D}(q) \backslash L_{D}(q)\right\rangle_{\mathbb{R}}
$$

The general solution of the feedback matrix takes on the form

$$
\begin{equation*}
F=T\left[L_{D}(q)\right]_{\mathbb{R}}^{\perp}+\left\langle N_{D}(q) \backslash L_{D}(q)\right\rangle_{\mathbb{R}} \tag{20}
\end{equation*}
$$

Substituting (20) into (14b) the following general solution of $\left[\begin{array}{lll}P_{0}(q) & \cdots & P_{2 n}(q)\end{array}\right]$ is derived

$$
\left[\begin{array}{lll}
P_{0}(q) & \cdots & P_{2 n}(q) \tag{21}
\end{array}\right]=T R_{B}(q)+S_{B}(q)
$$

where for the derivation of (21) the definitions in (15) have been used. Using the block matrix forms in (16) the relation (21) can be expressed as follows

$$
\begin{equation*}
P_{j}(q)=T R_{j}(q)+S_{j}(q) \quad(j=0,1, \ldots, 2 n) \tag{22}
\end{equation*}
$$

Substitute the general solution of $F$, given in (20), to the first block of equation (10). Then the general solution of $P(w, q)$ is derived

$$
\begin{equation*}
P(w, q)=T R(w, q)+S(w, q) \tag{23}
\end{equation*}
$$

For the derivation of (23) the definitions in (17) have been used. Clearly, for every $T$ there exist a unique $P(w, q)$ given by (23). Observe that (23) is equivalent to (21) and (22).

Using (23) it can be concluded that a sufficient condition for (11) to be satisfied is the condition

$$
\begin{equation*}
\operatorname{det}[S(w, q)] \not \equiv 0, \forall q \in \mathbb{Q} \tag{24}
\end{equation*}
$$

i.e. that the matrix $S(w, q)$ is robustly invertible. Based on the invertibility of the open loop system it is observed that the condition (24) is equivalent to the condition (iii) of the theorem.

For the definition of $\operatorname{rank}_{\mathbb{R}}[\cdot]$ see [18]. For its computation a finite step explicit algorithm has been proposed in [17].

Based on the proof of the above theorem the following theorem can be presented.

Corollary 3.1: If the conditions of Theorem 3.1 are satisfied the general class of the controller matrix $F$ solving the problem is

$$
F=T\left[L_{D}(q)\right]_{\mathbb{R}}^{\perp}+\left\langle N_{D}(q) \backslash L_{D}(q)\right\rangle_{\mathbb{R}}
$$

where $T$ is an $m \times\left(n-\operatorname{rank}_{\mathbb{R}}\left[L_{D}(q)\right]\right)$ arbitrary matrix being independent from the uncertainties and it is restricted to satisfy the condition

$$
\begin{equation*}
\operatorname{det}[T R(s, q)+S(s, q)] \nexists 0, \forall q \in \mathbb{Q} \tag{25}
\end{equation*}
$$

The matrix $G$ can be any arbitrary invertible matrix being independent from the uncertainties.

## IV. Conclusion

The robust disturbance rejection problem for left invertible linear generalized state space systems with nonlinear uncertain structure has been studied for the first time. Sufficient conditions for the solution of the problem have been established (Theorem 3.1). Under these conditions the general expressions of the controller matrices solving the problem have analytically been determined (Corollary 3.1).

## References

[1] F. N. Koumboulis, M.G. Skarpetis and M. P. Tzamtzi "Robust Input Output decoupling for singular systems with nonlinear uncertain structure", Proceedings of the European Control Conference 2007, 2-5 July, 2007.
[2] W. M. Wonham and A. S. Morse, "Decoupling and Pole assignment in linear multivariable systems", SIAM J. Contr., vol. 8, pp. 1-18, 1970.
[3] V. Kucera, "Disturbance rejection: A polynomial approach", IEEE Trans. Automat. Contr., vol. 28, pp. 508-511, 1982.
[4] P. N. Paraskevopoulos, F. N. Koumboulis and K. G. Tzierakis, "Disturbance Rejection of Left invertible Systems", Automatica, vol. 28, pp. 427-430, 1992.
[5] P. N. Paraskevopoulos, F. N. Koumboulis and K. G. Tzierakis, "Disturbance rejection of left-invertible generalized state space systems", IEEE Trans. Automat. Contr., vol. 39, pp. 185-190, 1993.
[6] L. R. Fletcher and A. Aasarai, "On disturbance decoupling of descriptor systems", SIAM J. Contr. Optimiz., vol. 27, pp. 1319-1332, 1989.
[7] F. N. Koumboulis and K. G. Tzierakis, "Meeting Transfer Function Requirements via static measurement output feedback", J. of the Franklin Institute, vol. 335B, pp. 661-667, 1998.
[8] A. Ailon, "A solution to the disturbance decoupling problem in singular systems via analogy with state-space systems", Automatica, vol. 29, pp. 1541-1545, 1993.
[9] F. N. Koumboulis, and M. G. Skarpetis, "Robust Disturbance Rejection for Left-Invertible Linear Systems with Nonlinear-Uncertain Structure", ASME J. of Dynamic Systems, Measurement and Control, vol. 121, pp. 218-225, 1999.
[10] S. Bhattacharyya, A.C. del Nero Gomes and J.W. Houze, "The structure of robust disturbance rejection control", IEEE Trans. Automat. Contr., vol. 28, pp. 874-861, 1982.
[11] G. Conte and A.M. Perdon, "Robust disturbance decoupling problem for parameter dependent families of linear systems", Automatica, vol. 24, pp. 475-478, 1992.
[12] M. B. Estrada, and M. Malabre, "Structural conditions for disturbance decoupling with stability using proportional and derivative control laws" IEEE Trans. Automat. Contr., vol. 46, pp. 160-165, 2001.
[13] J. G. Owen and G. Zames, "Duality theory of robust disturbance attenuation", Automatica, vol. 29, pp. 695-705, 1992.
[14] G. Zames and J. G. Owen, "Duality Theory for MIMO robust disturbance rejection", IEEE Trans. Automat. Contr., vol. 38, pp. 743752, 1992.
[15] F. N. Koumboulis, M. G. Skarpetis and G. E. Panagiotakis, "Robust Disturbance Rejection via P-D State Feedback - Example for Lane Keeping of Highway Vehicles", Transactions of the Institute of Measurement \& Control, vol. 28, pp. 141-143, 2006.
[16] F. N. Koumboulis, "Characterization of the allowable perturbations for disturbance rejection and data sensitivity", Proceedings of the 3rd IEEE International Conference on Electronics, Circuits, and Systems (ICECS 96), Rodos, Greece, vol. 1, pp. 479-482, 1996.
[17] F.N. Koumboulis and M.G. Skarpetis, "Robust Triangular Decoupling with Application to 4WS Cars", IEEE Transactions on Automatic Control, vol. 45, pp. 344-352, 2000.
[18] F.N. Koumboulis and M.G. Skarpetis, "Input output decoupling for systems with nonlinear uncertain structure", J. of the Franklin Institute: vol. 333(B), No. 4, pp. 593-624, 1996.


[^0]:    Manuscript received September 30, 2007. The present work is co-financed by the Hellenic Ministry of Education and Religious Affairs' and the ESF of the European Union within the framework of the "Operational Programme for Education and Initial Vocational Training" (Operation "Archimedes-I")
    F.N. Koumboulis is with the Department of Automation, Halkis Institute of Technology, 34400, Psahna, Evia, Greece (corresponding author, phone:+22280-99674; fax: +22280-99527; e-mail: koumboulis@teihal.gr).
    M.G. Skarpetis is with the Department of Automation, Halkis Institute of Technology, 34400, Psahna, Evia, Greece (e-mail: skarpetis@teihal.gr).
    M.P. Tzamtzi is with the Department of Automation, Halkis Institute of Technology, 34400, Psahna, Evia, Greece (e-mail: tzamtzi@teihal.gr).

