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Abstract—The advantage of solving the complex nonlinear 
problems by utilizing fuzzy logic methodologies is that the 
experience or expert’s knowledge described as a fuzzy rule base can 
be directly embedded into the systems for dealing with the problems. 
The current limitation of appropriate and automated designing of 
fuzzy controllers are focused in this paper. The structure discovery 
and parameter adjustment of the Branched T-S fuzzy model is 
addressed by a hybrid technique of type constrained sparse tree 
algorithms. The simulation result for different system model is 
evaluated and the identification error is observed to be minimum.  
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I.  INTRODUCTION 
URING the past few years, fuzzy logic has been finding a 
rapidly growing number of applications in fields ranging 

from consumer electronics and application to medical 
diagnosis systems and security management. In most of these 
applications the tolerance with respect to variation is the main 
objective. In this effect, the main operation principle of fuzzy 
logic is to Precise the operation at lower effort. Minimize the 
effort needed to perform a task. Fuzzy logic provides a wide 
variety of concepts and techniques for representing and 
inferring from knowledge, which is imprecise, uncertain or 
lacking in reliability. At this point, however, what is used in 
most practical applications is a relatively restricted and yet 
important part of fuzzy logic centering on the use of fuzzy if-
then rules. This part of fuzzy logic is referred to as the 
calculus of fuzzy if-then rules (CFR), because it constitutes a 
fairly self- contained collection of concepts and methods for 
dealing with varieties of knowledge which can be represented 
in the form of a system of if-then rules in which the past 
history and Consequents are evaluated. Fuzzy logic systems 
[1][8] have been successfully   applied    to    a    vast   number 
of scientific and engineering problems in recent years. The 
advantage of solving the complex nonlinear problems by 
utilizing fuzzy logic methodologies is that the experience or 
expert’s knowledge described as a fuzzy rule base can be 
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directly embedded into the systems for dealing with the 
problems. A number of improvements have been made in the 
aspects of enhancing the systematic design method of fuzzy 
logic systems [9][13]. Many researches focus on the 
automatically finding the proper structure and parameters of 
fuzzy logic systems by using genetic algorithms [10][12][13], 
evolutionary programming [11], tabu search [14], and so on. 
But still there remain various problems to be focused and 
solved, such as, how to automatically partition the input space 
for each input-output variables, how many fuzzy rules are 
really needed for properly approximating the unknown 
nonlinear systems, and how to determine it automatically. In 
this paper, a method for effectively tuning the parameters and 
structure of fuzzy logic systems to achieve the required 
objective is been focused. 
 

II.  FUZZY SET DEFINITION 
Fuzzy sets were introduced by Lotfi Zadeth in 1965. They 

could be presented as, 
Let,  X = {x1, x2, x3, x4, x5} crisp set called as universal set 
and, 
Let, Y ⊂ x = {x1, x2, x3} is its crisp subset. 
By using the characteristic function defined as: 
 
 
                     μY (x) =   
       
 
The subset Y can be uniquely represented by ordered pairs Y 
= {(x1, 1), (x2, 1), (x3, 0), (x4, 0), (x5, 1)}.  

Zadeth proposed that the second member of an ordered pair 
(which is called the membership grade of the appropriate 
element) can take its value not only from the set {0, 1} but 
from the closed interval [0, 1] as well. By using this idea fuzzy 
sets are defined as; 

Let X a universal crisp set. The set of ordered pairs Y = {(x, 
μY (x))|x ∈X, μY : X        [0, 1]} is said to be the fuzzy 
subset of X. The μY: X       [0, 1] function is called as 
membership function and its value is said to be the 
membership grade of x. An modified format of fuzzy model 
proposed by Takagi and Sugeno [1] is described by fuzzy if-
then rules whose resulting parts are represented by linear 
equations. This fuzzy model is of the following form: 
If x1 is Ai1 . . . , xn is Ain then yi = ci0 + ci1x1 + . . . + cinxn where 
i = 1, 2, . . .,N, N is the number of if-then rules, cik(k = 0, 1, . . 
. , n) are the consequent parameters, yi is the output from the 
ith if-then rule, and Aik is a fuzzy set. Given an input (x1, x2, . . 
., xn), the final output of the fuzzy model is referred as 
follows: 

D 

1 if x ∈Y 
 
0, otherwise 
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Where x0 = 1, ωi is the weight of the ith IF-THEN rule for the 
input and is calculated as,   

 ( )∏
=

=
n

k
ki x

1
ikAω                          (2) 

Aik(xk), where Aik(xk) is the grad of membership of xk in Aik. 
To Takagi-Sugeno approach, the universal approximation 

property was proved in [2][3]. In addition, a further 
generalization of this approach was proposed in [4][5], in 
which in the conclusion of each rule, the desired output y is 
given not by an explicit formula, but by a (crisp) dynamical 
systems, i.e., by a system of differential equations that 
determine the time derivative of the output variable as a 
function of the inputs and of the previous values of output. 
This generalization also has universal approximation property. 
A simplified Takagi-Sugeno fuzzy model was proposed by 
Ying Hao [6] with the following rule base. 
If x1 is Ai1 . . . , xn is Ain then yi = ki(c0 + c1x1 + . . . + cnxn)  
where i = 1, 2, . . .,N, N is the number of if-then rules. From 
this it can be seen that the free parameters in the consequent 
part of the IF-THEN rules are reduced significantly in this 
case. The universal approximation property of this simplified 
T-S fuzzy model has also been proved, and successfully 
applied to the identification and control of nonlinear systems 
[7]. The advantage of solving the complex nonlinear problems 
by utilizing fuzzy logic methodologies is that the experience 
or expert’s knowledge described as a fuzzy rule base can be 
directly embedded into the systems for dealing with the 
problems. A number of improvements have been made in the 
aspects of enhancing the systematic design method of fuzzy 
logic systems [9][13]. In these researches, the needs for 
effectively tuning the parameters and structure of fuzzy logic 
systems are increased. Many researches focus on the 
automatically finding the proper structure and parameters of 
fuzzy logic systems by using genetic algorithms [10][12][13], 
evolutionary programming [11], tabu search [14], and so on. 
But there still remain the problem of automatically partition 
the input space for each input output variables, optimal 
selection of the fuzzy rules needed for properly approximating 
the unknown nonlinear systems, and to automize the 
selectivity.  
 

III.  BRANCHED T-S FUZZY MODEL 
The problems mentioned above can be partially solved by 

the recent developments of Branched fuzzy systems [15][19]. 
As a way to overcome the curse-of dimensionality, it was 
suggested in [19] to arrange several low-dimensional rule 
bases in a Branched structure, i.e. a tree, causing the number 
of possible rules to grow in a linear way with a number of 
inputs. But no method was given on how the rules for these 
Branched fuzzy systems could be determined automatically. In 

[18] the author describes a new algorithm, which derives the 
rules for Branched fuzzy associative memories that are 
structured as a binary tree. In Ref. [17][16], a specific 
Branched fuzzy system is proposed and its universal 
approximation property was proved. But the main problems in 
fact lies that this is a specific Branched fuzzy systems which 
lack of the flexibility in the structure adaptation, and it is 
difficult to arrange the input variables as there is no general 
method to determine which inputs to the Branched fuzzy 
system are more influential to the output. In [20], a genetic 
algorithm-based evolutionary learning approach to the search 
for the best Branched structure of the five input-variable fuzzy 
controller and the parameters of the combined controller is 
proposed for the low-speed control. In intuition, the Branched 
fuzzy logic systems not only provide a more complex and 
flexible structure for modeling the nonlinear systems, but can 
also reduce the size of rule base in some extend. But there is 
no systematic method for designing of the Branched T-S fuzzy 
systems now. The problems in designing of Branched fuzzy 
logic system are: 
Selecting a proper Branched structure; 
Selecting the inputs for each partial fuzzy model; 
Determining the rule base of each fuzzy logic T-S model; 
Optimizing the parameters used in the fuzzy membership 
functions and the then part of T-S fuzzy model. 
In this sense, finding a proper Branched T-S fuzzy model can 
be posed as a problem in the structure and parameter space. 
Fig. 1 shows some possible Branched T-S fuzzy models for 
the number of input variables 4 and the number of Branched 
layers. It can be seen that; it is important to select a proper 
Branched T-S fuzzy model structure for approximating an 
unknown nonlinear system; 

 
Fig 1: Possible Branched fuzzy logic models for a multi input 

single output system 
 

As there is no general conclusion about which inputs are 
more influential to the system output, thus it is important to 
select the appropriate input in Branched TS fuzzy model. In 
fact, different inputs selection can form the different Branched 
models. If each variable is divided into 2 fuzzy sets, then the 
number of fuzzy rules in each of Branched fuzzy systems is 
12, which is generally smaller than the number of rules in non-
Branched fuzzy systems with complete rule set.  

In this paper, a method for automatically designing of 
Branched T-S fuzzy systems is proposed. The structure 
discovery and parameter adjustment of the Branched T-S 
fuzzy model is addressed by a hybrid technique of type 
constrained sparse tree algorithms. The model structure 
selection and parameters optimization of the Branched T-S 
fuzzy model can be coded as a type constrained sparse tree. 
Therefore, the optimal nonparametric model of nonlinear 
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systems can be obtained by the evolutionary induction of the 
type constrained sparse tree.  
 

IV. REPRESENTATION OF BRANCHED T-S FUZZY MODEL 
A tree structural representation of the Branched T-S fuzzy 

model is been presented, in which each of the Branched T-S 
fuzzy models can be coded as a type constrained sparse tree. 
There is 
 

 
Fig 2 Tree structural representation of Branched T-S fuzzy models 

for Fig. 1 
 
no need to encode and decode between the tree and the 
Branched T-S fuzzy model in the calculation of the Branched 
T-S fuzzy model as a flexible data structure into the nodes of 
the tree which can be directly calculated in a recursive way. 
Therefore, the optimization of the Branched T-S fuzzy model 
can be directly replaced by the evolutionary induction of the 
type constrained sparse tree. 
 

V.  AUTO REGRESSIVE TREE MODELING 
 

Suppose that the Branched T-S fuzzy models have three 
Branched layers. In this case, three instruction sets I0, I1 and I2 
can be used for generating the tree. In general, the used 
instruction sets are I0 = {k2,k3, . . . ,kn1}, I1 = { x1, x2, . . . , xn, 
k2, k3, . . . ,kn2} and I2 = {x1, x2, . . . , xn}, where the instruction 
kni (i = 2, 3, . . . , n1) in the instruction set I0 means that there 
are ni input variables in the output layer of the T-S fuzzy 
model, which is also the number of branches of the root node. 
The instructions in the instruction set I1 are used to generate 
the hidden layer of the T-S fuzzy models. It can be seen that if 
all the instructions used in the hidden layer are input variables 
the T-S Branched model becomes an usually used non-
Branched fuzzy model. In contrast, if there is one instruction 
which is not any one of the input variables x1, x2,…..,xn, a 
Branched T-S fuzzy model is created. This means that the 
non-input variable instruction becomes a sub-T-S fuzzy 
model, which has its input variables come from the instruction 
set I2 and it’s output is the input of the next layer of the T-S 
fuzzy model. The instructions used in the layer 0, 1 and 2 of 
the tree are randomly selected from instruction set I0, I1 and I2, 
respectively. The initial probability of selecting instructions is 
given by  

         ( ) 2,1,0,,1
,, =∈∀= iII

l
IP id

i
d ωω              (3) 

Where Id, ω denotes the instruction of the node with depth d 
and width ω, li (i = 0, 1, 2) is the number of instructions in the 
instruction set Ii. As mentioned above, the tree can be 
generated in a recursive way as follows: 

(1) Select a root node from the instruction set I0 according to 
the probability of selecting instructions. If the number of 
arguments of the selected instruction is larger than one, then 
create a number of parameters (including the fuzzy 
membership function parameters for each input variable, the 
THEN part parameters in each fuzzy rule) attached to the 
node. 
(2) Create the left sub-node of root from the instruction set I1. 
If the number of arguments of the selected instruction is larger 
than one, then create a number of parameters attached to the 
node, and then create its left sub-node as same way from the 
instruction set I2. Otherwise, if the instruction of the node is an 
input variable, return to upper layer of the tree in order to 
generate the right part of the tree. 
(3) Repeat this process until a full tree is generated. 
There are two key points in the generation of the tree. The one 
is that the instruction is selected according to the initial 
probability of selecting instructions, and the probability will 
be changed with generation by a probabilistic incremental 
algorithm. The other is that if the selected node is a non-
terminal node, then generate the corresponding data structure 
attached to the node. 
 

VI. RESULTS 
 

The proposed approach is tested for various system models 
to verify the effectiveness of the proposed method for the auto 
identification of the fuzzy system. The architecture of the 
Branched T-S fuzzy model is evolved and is optimized by a 
global search algorithm called modified evolutionary 
programming. The used parameters for the simulation 
evaluation is as given below, 
Learning probability (Pb) = 0.01 
Learning rate (lr) = 0.01 
Fitness constant (f) =10e-6 
Mutation probability (Pm) = 0.4 
Mutation rate (mr) = 0.4 
The maximum number of EP search is given by,  
Step = δ * (1 + generation), where δ is the basic steps of EP 
search. 
for a given system defined by,  
y(k + 1) = 2.6y(k) - 2.3y(k - 1) + 0.69y(k - 2) + 0.01u(k)-
0.03u(k - 1) + 0.014u(k - 2)  
400 data points were generated with the randomly selected 
input signal u(k) between -1.0 and 1.0. The first 200 points 
were used as an estimation data set and the remaining data 
were used as a validation data set. The input vector is set as x 
= [y(k), y(k-1), y(k-2), u(k), u(k - 1), u(k - 2)]. The used 
instruction sets are      I0 = {k2, k3, . . . , k6}, I1= {x0, x1, x2, 
x3, x4, x5,k2,k3} and I2 = {x0, x1, x2, x3, x4, x5}. The 
evolved Branched T-S fuzzy model is obtained as; 

 
Fig. 3 Branched T-S Fuzzy model 

 
The output of the evolved model and the actual output for 

validation data set is obtained as; 
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Fig. 4 Output of the evolved model 

 
and the identification error is obtained as  

 
Fig. 5 Identification error of the model 

 
for a system defined as  y(k + 1) = y(k) 1.5 + y2(k) - 0.3y(k - 
1) + 0.5u(k)  
The input and output of system are x(k) = [u(k), u(k-1), y(k), 
y(k-1)] and y(k+1), respectively. 
The training samples and the test data set are generated using 
the same sequence of random input signals as mentioned 
previously. The used instruction sets are I0 = {k2,k3, . . . , k5}, 
I1 = {x0, x1, x2, x3,k2, x3} and I2 = {x0, x1, x2, x3}. The 
evolved Branched T-S fuzzy model is;  

 
Fig. 6 T-S fuzzy model 

 
The output of the evolved model and the actual output for 
validation data set are shown,  

 
Fig. 7 Out put of the Fig. 6 model 

 
and the identification error obtained is, 

 
Fig. 8 Identification error of Fig. 6 

 
for a given system model  
y(k + 1) = 1.752821y(k) - 0.818731y(k - 1) + 0.011698u(k) + 
0.010942 u(k - 1) 1+ y2(k - 1)  

The input and output of system are x(k) = [u(k), y(k), y(k - 
1)] and y(k + 1), respectively. The training samples and the 
test data set are generated using the same sequence of random 
input signals as mentioned previously. The used instruction 
sets are I0 = {k2,k3,k4}, I1 = {x0, x1, x2,k2,k3} and I2 = {x0, 
x1, x2}.  

The evolved Branched T-S fuzzy model is, 

 
 

Fig. 9 T-S fuzzy model 
 

The output of the evolved model and the actual output for 
validation data set and identification error for model in Fig. 9 
shown in Figs. 10 & 11 respectively. 

 
Fig. 10 Output of Fig. 9 model 

 
and the identification error is, 

 
Fig. 11 Identification error of Fig. 9 
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VII.  CONCLUSION 
Based on a tree representation and calculation of the fuzzy 

models, a framework for evolving the automated designing of 
Branched T-S fuzzy systems is proposed. In this flexible 
framework, various computing models and various parameter-
tuning strategies can be combined in order to find a proper 
computing model efficiently. All the fuzzy computing models 
can be represented and calculated by the type constrained 
sparse tree with pre-specified data structure, which is attached 
to the node of the tree. In this sense, the computing models are 
created automatically, therefore, the difficulties in determining 
of the architecture of computing models can be avoided to 
some extend. It can also seen that based on this idea the 
architecture and parameters used in the computing models can 
be evolved and optimized by using proper learning algorithm. 
Simulation results show that the proposed method works very 
well for the nonlinear system modeling problems for randomly 
selected systems. The presented approach could be extended 
with the controller operation with linear mean operator for 
enhancement of the fuzzy controller operation. 
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