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Abstract—Renewable and non-renewable resource constraints
have been vast studied in theoretical fields of project scheduling
problems. However, athough cumulative resources are widespread in
practical cases, the literature on project scheduling problems subject
to these resources is scant. So in order to study this type of resources
more, in this paper we use the framework of a resource constrained
project scheduling problem (RCPSP) with finish-start precedence
relations between activities and subject to the cumulative resourcesin
addition to the renewable resources. We develop a branch and bound
agorithm for this problem customizing precedence tree algorithm of
RCPSP. We perform extensive experimental analysis on the
agorithm to check its effectiveness and performance for solving
different instances of the problem in question.

Keywords—Resource constrained project scheduling problem,
cumul ative resources, branch and bound algorithm, precedence tree.

|. INTRODUCTION

ENEWABLE and nonrenewable resources have been

vast studied in project scheduling literature. On the other
hand, cumulative resources [1] are another type of
resources that in spite of their wide usage in practical cases,
have been studied much less theoreticaly. Materia resources
of a project that are procured according to a procurement plan
during the project horizon are good examples of this type of
resources. Neumann and Schwindt[1] introduced these
resources and their practical applications. Reference[2]
modeled a batch production scheduling problem in process
industry as a project scheduling problem subject to this type of
resources while considering several extra considerations such
as minimum and maximum time lags between activities.
Reference[ 3] modeled a production scheduling problem using
this resource type. Reference[4] modeled scheduling of testsin
R&D projects in automotive industry as a customized model
of resource investment problem (RIP), aiming a minimization
of the number of cumulative resources that are needed. Extra
considerations such as activities ready times were made as
well.

In this paper in order to study cumulative resource type
more, we use the framework of a resource constrained project
scheduling problem subject to cumulative resources (RCPSP-
Cu) with finish-start precedence relations between activities
and we develop a branch and bound algorithm for the
problem.
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In order that, we customize a branch and bound agorithm
of resource constrained project scheduling problem
(RCPSP).As we know, the literature on RCPSP is so
extensive, dating back to 1960s, [5]. Many review papers such
as[6], [7],[8],[9],[10], [11] and [12] summarize the literature
on this problem. Due to the NP-hardness of this problem
([9],[13]), many studies have made on the problem developing
inexact methods, such as heuristic methods of [14], [15], [16],
[17], [18] and [19] and meta-heuristic methods of [20],
[21],[22], [23], [24], [25], [26] and [27] based on genetic
algorithm, [28], [29] and [30] based on simulated annealing,
[31]and [32] based on tabu search and [33] based on ant
colony. Besides, many exact algorithms such as binary
programming based models of [34], [35] and [36], dynamic
programming algorithm of [5] and branch and bound methods
of [37], [38], [39], [40], [41], [42], [43] and [44] have been
developed for the problem as well. Four basic approaches
have been most used for the development of branch and bound
methods for this problem, including precedence tree [45],
extension aternatives [46], minimal delaying alternatives [39]
and minimal forbidden sets [47]. Here we use precedence tree
approach and develop our method for RCPSP-Cu based on
this algorithm. So the rest of this paper is organized as the
following. In the next section, RCPSP-Cu is described in
detail. In section 3, the branch and bound agorithm for the
problem is described. Section 4 is dedicated to computational
analysis on and finally section 5 concludes the whole work.

I1.PROBLEM DESCRIPTION

A project with n non-dummy activities is considered.
Finish-start precedence relations between activities are
illustrated using an activity-on-node (AON) loop-less network,
with dummy nodes 0 and n+1 as initiad and termina nodes
respectively. K = {1, ..., R}andL = {1, ..., CR} are the sets of
renewable and cumulative resources respectively. Each
activity i has a fixed duration of d; and requires ry units of
renewable resource k (k € K) for each units of time over its
duration and c;, units of cumulative resource k (k € L) which
are used in the first period of its execution. Besides, each
activity i (i=0,...,n+1) has a set of predecessor activities P..
Each renewable resource k has a constant availability Ry over
the project duration and each cumulative resource k has
availability of CRy; from the beginning of the project up to the
period t (CR«=CRy1)). No preemption is permitted during
the activities execution, all activities have just one mode and
they are ready in the beginning of the project horizon. All
parameters are deterministic and integrals. The problem is to
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find the start time each of activity i;, $=0,...,n+1), such that
all problem constraints are satisfied and the ptajakespan
is minimized.

Suppose that the earliest and latest start timesawth
activity i, ESTand LST, (i=0,...,n+1), is determined with
forward and backward passes assigning L.&TLFT,.=T,
where T is an upper bound for optimum project mpias
determined by any valid method. Alsg ke 1, if activity i

starts at time t and O otherwise, then we haSe=

ﬁi"ﬂi t.x;; and the mathematical model of the problem is

the following:
ISTyyy
Min Z L. X(n+1)e (1)
t=ESTy41

LST;
X =1, j=1,..,n+1, 2)
¢t=EST;
LST; LST;
(t+d)xe < e, J
t=EST; ¢=EST; @)
=1..,n+1, iEP
n ¢
Z Tjk Xjz < Ry, kekK
j=1 T=t-dj+1 (4)
={1,..,R}, t=0,..,LST,
n t
Z Cjk xj‘r < CRkt' k€L
=1 T=EsT, ®)
={1,..,CR}, t
=1,..,LST,

x;. € {0,1}, j=1,.,n+1, t

= EST;, ..., LST,. (6)
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makespan is kept during the procedure which is lequthe
makespan of the best feasible solution achievedoughe
current time. Also a lower bound for the projectkespan for
each node in which only part of project activitiemve been
scheduled is determined. For all new nodes gerteiateach
step, this lower bound is compared to the currgpeu bound
and if exceeds that, the node is fathomed. Thisqatore is
repeated for all nodes not fathomed yet wheneverugper
bound is modified in the algorithm. More details thfe
aalgorithm are described in the following.

* Perform preprocessing and stop if the instance is
infeasible
« Specify the initial upper bound
* Generate the initial node and select it for branchig
« Branch selected node and fathom it
¢ Check new nodes for fathoming using dominance:
rules
¢ Fathom each new node not fathomed yet that
contains feasible solution and update upper bound
if necessary
e If upper bound has been updated after last
branching:
a. Perform fathoming check on all nodes not
fathomed yet
Else:
a. Perform fathoming check on new nodes not
fathomed yet
< If there is at least one node not fathomed yet:
a. Select a new node for branching
b. Continue from step 4
Else:
a. Report the best feasible solution achieved
and stop

Fig. 1 Pseudo-code of branch and bound algorithrR@PSP-Cu
A. Preprocessing
There are two cases in which a given instance hmas

Objective (1) is to minimize the project makespanf.eaSible solution, one is the case of renewabl®uress

Constraints (2) guarantee that each activity j oaly has a
single start time which has to be from the perig8T;,LST].

Constraints (3) take into consideration precedermtations
between each pair of activities (i,j) where i is immmediate
predecessor of j. Constrains (4) and (5) regaréwable and
cumulative resources usage limitations respectivahd
finally, constraints (6) denote the domain of vialigs.

I1l.  BRANCH AND BOUND ALGORITHM

In this part we introduce a branch and bound algorifor
RCPSP-Cu problem. Fig. 1 shows the pseudo-codehef
algorithm. In this algorithm, partial schedules @aning parts
of project activities are completed along the bhamg tree. In
each level of the tree, a node not fathomed yselscted for
branching and according to the schedule in thatenae
activity not scheduled yet is chosen. The seleetdility is
scheduled and a new node is generated. Relatingdio node
in which all activities have been scheduled, aildaschedule
is in hand for the problem. An upper bound for greject

shortage in which at least one activity exists iweq instance
whose renewable resource requirement for at lezestod the
renewable resources is more than the availabilitythat

resource. In this situation the activity cannotexecuted and
no feasible solution exists for the problem. Theosel case is
the cumulative resource shortage in which at least

cumulative resource exists in the given problem sehtotal

availability which is equal to the sum of all amtaiordered
for that resource during the periods, is less tham total

requirement of whole project activities for thasaarce. If
none of these two states exists in a given instatheze are
Yeasible solutions and the instance is feasibletH8obranch
and bound algorithm in the first step checks ttesitality of

the instance.

B. Upper Bound Specification

Normally the tighter is the initial upper bound fan
instance, the fasternodes are fathomed in theetelatanching
tree. So in order to have a tight initial upper thaufirst we
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use a simple method of summing whole project a@wi
durations plus the latest time all cumulative reses are
ready for execution of entire project activitiesheh we
improve this upper bound using the following prased In
this procedure we generate an activity list andedale
activities based on this list using a customizedios of serial
schedule generation scheme in which each selectadtyais
scheduled in the earliest feasible time that baspteserving
precedence relations with other activities, enotgewable
and also cumulative resources exist for executibnthe
activity. In order to generate a rather good aftivist, we
prioritize activities in decreasing order of thenswf latest
start and finish times (LSTLFT) for activities. |48] several
most efficient heuristics for MRCPSP, embracingivittgs
mode assignment and prioritization rules for schiedwsing
serial or parallel schedule generation schemes w@reared
and according to that, LSTLFT rule concluded thst lzenong
other single-pass heuristics for prioritizing aittes.This

method has been also compared to the best muki-p

methods. Results showed that although multi-pasthade
need much more time than single-pass methods, ubeglly
result in negligible improvement in the solutionp $he

at time zero. Then the initial node as the onlyilabte one is
used for branching. In each other step of the dlgor a node
from the set of nodes not fathomed yet is seledtsd
branching. In order to speed up the algorithm mscehe
back-tracking rule is used and from the set, a nedelected
in which more activities have been scheduled. is Way we
try to reach feasible solutions as fast as possiblease a tie

happens when more than one node exist in the st wi

maximum number of scheduled activities, the jungmking
rule is used and one node is selected with therlaweunt of
lower bound for project makespan and if tie happagan, the
node with the higher index is selected.

D.Branching

Once a node is selected for branching, all actisitivhose
predecessors have been scheduled in the curreptcadbe
selected to be scheduled next. So regarding to fmdible
activity that can be scheduled, one node is geeérat the

Aext level of the branching tree. The selectedvitgtfor each

new node is scheduled in the earliest possible tintee way
that first, its start time will not be earlier théinish time of
any of its predecessors which have been all sceddcagfore

LSTLFT choice seems the most appropriate amongetho@nd second, periodic availability of renewable anthulative

compared considering time requirements.
In order to determine latest start time and finishe for

resources are enough for scheduling the activitgetected
periods. Once the activity is scheduled,

activities, we use the simple initial upper bounde wavailability of all resources it uses is updatedgilability of

determined in our first step and we perform backiveass
using this upper bound as the latest start timefegh time
of the last project activity. So the initial uppdround
determination for the problem is summarized aspbeudo-
code shown in fig. 2.

< Determine initial project upper bound IUB summing
whole activities durations plus the latest time all
cumulative resources are ready for execution of eine
project activities

« Assign the last activity start time equal to IUB

« Determine the latest start time and finish time ofctivities
using backward pass

¢ Compute LSTLFT of each activity and generate AL by
prioritizing activities in non-decreasing order of their
LSTLFTs

¢ Schedule activities based on the AL using customide
serial schedule generation scheme for cumulative
resources existence

* Report the finish time of last project activity asinitial
upper bound (IUB)

Fig. 2 Pseudo-code of initial upper bound detertionagfor RCPSP-
Cu

During the algorithm, as the base procedure of diraand
bound algorithm, we fathom any node in the laselef the
branching tree which contains a feasible schedalettie
problem. Then we substitute the current upper bafinte
related objective function of the node is less ttta current
value of the upper bound.

C.Selecting Node for Branching
At the initial step in the first node, activity reis scheduled

renewable resources from the start period of thieigcuntil

its finish period and availability of cumulativesurces from
the start period of the activity until the end afoject are
lessened as much as the related resource requirerhéme
activity. The process described here for schedulamy
selected activity is similar to the scheduling eadivity
under serial schedule generation scheme whichsisritbed in
part4.4.1.

E. Dominance Rules

Here we use some dominance rules previously intreedin
the literature for the precedence algorithm thatlicitly help
shorten the enumeration process. These rules wiaich been
described in [49] for precedence tree algorithnRGPSP can

be extended to the customized algorithm for RCP8P-C
section 8 shows dramatic

Experimental analysis in
effectiveness of these rules in algorithm efficienc
Regarding to each partial schedule in each nodecame
specify an activity list that contains activitiesthe order they
have been selected along the branching path. Soefit is
possible to relate more than one activity list tgisen partial
schedule. For example for the partial schedule showig. 3,
we can have either activity lists (1,2,3,4) or (2,8). There
can be one node associated to each of these wadistét in the
branching tree. Therefore if we have two nodes he t
branching tree with different activity lists whoss#tated partial
schedules are the same as each other, we can fatherof
them, as they contain similar solutions. Notingths, if in
any level g of the branching tree, the selectedviactj g is
scheduled with the start time of less than the $ime of one
of the scheduled activities like i, we fathom thengrated

the péoiod
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node, because it contains the same partial schedubmother
node whose activity list is the same as the curnete but

type are enough for execution of the activity. Qfuise
regarding to the renewable resources, there shHmilenough

activities i and § are substituted with each other in the ordefavailability for all duration of the activity, sdlgeriods of

In other case, if recently selected activigys scheduled with
the same start time of the last activity in theestthie that has
the latest start time, the node contains the sadiap
schedule with another node in which the order ob tast
activities are substituted. In this case, we cdhofa one of
the nodes and as a rule, in this case we fathomnuels if
is less than the previously scheduled one withstme start
time.

Activity 2

Activity 1

L. Activity 4
Activity 3

Fig. 3 Example of a partial schedule with two difiet activity lists

F. Lower Bound Determination for Nodes and Fathoming

According to the nodes present in the last levelthof
branching tree in which all activities have beeheshiled, a
feasible solution for the problem is in hand aneréffiore, the
objective function can be assessed for each ofetinesles
based on their related makespan. But in the otbdesionly a
partial schedule of the project activities exi€s. in order to
determine a lower bound for the project makesparsuch
nodes, we use forward pass and specify projedtalripath
length as a lower bound for the project makespawelrer we
modify the procedure of forward pass as the follmyvby
using extra information available for the solutiofror
activities present in partial schedule, we use gbkeduled
start time and finish time of the activity as thearliest start
time (EST) and finish time (EFT) respectively. Famtivities
not present in partial schedule, using the usuatexure, an
earliest start time is specified equal to the kafiessh time of
all predecessors of the activity, we call this tiprecedence
based earliest start time (PBEST). The two dominance rules
mentioned above can be used to tighten criticah fetsed
lower bound as well. According to them, the stianietof each
activity not scheduled yet like i cannot be lesanthhe start
time of the last scheduled activity like j if i>pd cannot be
less than the start time of j plus one time unikjf otherwise
the related node is dominated and fathomed. S thiss are
used in the determination of PBESTSs.

Besides, a minimum for the activity start time ¢hi@vable
based on the resource usage of activity as wellcaliethis
minimum resource based earliest start time (RBEST). So
activity EST would be the maximum of the values BBEnd

RBEST. In order to specify RBEST, we consider bot

renewable and cumulative resource usage of actifisywe
described in part 3.4, we update the periodic abdity of
each resource along project planning horizon aftleduling
each activity. So based on this updated resouredahility
data, RBEST is determined as the earliest perioghiich the
availability of all resources either renewable ameulative

duration must be checked for renewable resourciahiliy
but for cumulative resources, enough availabilitgni the
start period of the activity until the end of prcfjeplanning
horizon must be checked because the availabilityedeses as
much as requirement for all these periods.

IV. EXPERIMENTAL TESTS
In this part we present comprehensive experimeantalysis
on the branch and bound algorithm presented inpiyier for
RCPSP-Cu. Algorithm has been coded and executed on
C#.NET 2010 platform on a PC with Core 2 Duo 2.53zG
CPU and 3 GBs RAM.

A. Sample Problems

In order to have a full factorial design of paraensf sample
problems of the project scheduling library (PSPLI®)] have
been used. As RCPSP problem instances of the Yilasr
only subject to the renewable resources, MRCPSBIgr0
instances have been used in order to have datahef t
nonrenewable resources as well. Using the followireghod,
each MRCPSP instance has been transformed to alRCBS
instance:

= For each activity one mode is randomly chosen among

the modes of that activity in the instance.

= Each nonrenewable resource k is substituted with a

cumulative resource k in the instance and requireme
of nonrenewable resource k for each activity isiasd
as requirement of activity from cumulative resoukce

= For each cumulative resource k, the total amount

required by all activitiesis randomly distributed
between CPR first periods where CPRhis dritical
path length

We use seven sets of multimode project scheduling
problems from the PSPLIB, j10, j12, j14, j16, j13) and j30
for experiments and convert them to RCPSP-Cu ios&n
using the above procedure above.

B. Algorithm Validation

We use sample problems sets of j10, j16, j20 a@drj3his
part and customize data of each instance so thatptimum
objective function value is specified. In ordertthfmr each
instance we develop a random feasible solution didke
satisfying all constraints. Then if the makespan thé
generated schedule is for example TM, we set on¢hef
cumulative resource requirements of the last duractivity
equal to one and increase the input amount ofrésaturce for
period TM one unit. As the availability of the resce is equal
ﬁo the activities requirement, the makespan of esaihtion
cannot be less than TM up to which all the requastunt of
the resource is procured. So the feasible schedltiend is an
optimal solution.

We solve each revised instance as above with thechr
and bound algorithm, limiting the solving time td Geconds.
In order to assess the validity of algorithm, fallng quantity
is computed regarding to each problem solved:
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7—-2Z
:ﬁ*

d 100 (7

ZOpt
Z: objective function value of the best solutiotiawved by
branchand bound algorithm
Zopi Optimal objective function value of the instance
The average and standard deviation of d for eaohlgm
set has been reported in table |. Results shole ditviations
of final solutions from the optimums

TABLE |
BRANCH AND BOUND ALGORITHM VALIDITY ASSESSMENT
Sample problems sets Mean S_tar_ldard
of d deviation of d
J10 (536 problems) 0.04 4.14
J16 (550 problems) 0.44 1.76
J20 (554 problem 0.9z 3.1:
J30 (640 problems) 1.44 3.61

C.Algorithm Performance

In this part we use all sample problems set anah feach of
set, 50 instances are selected randomly. Thesenicest are
solved with the algorithm under three settingsiwiiting the
solving times to 0.5, 3 and 10 seconds for eactamte. In
order to observe the effectiveness of two dominanles used
in the structure of the algorithm, we also solveirdtances
under three runtime settings using a simplifiedsi@r of the
branch and bound algorithm without these two domiea
rules. Table 2, 3 and 4 show the number of problsatged
from each set by original and simplified method emthe
related runtime limitation.

TABLE Il
BRANCH AND BOUND METHOD PERFORMANCEA SSESSMENTNUMBER OF
PROBLEMSSOLVED TO OPTIMALITY -RUNTIME LIMITATION : 0.5SECONDS

Sample Simplified Original
problems sets method method
Jic 48 5C
J12 32 50
Ji4 4 46
J1€ 2 3€
Ji8 2 27
J20 2 6
J30 0 0
TABLE IlI

BRANCH AND BOUND METHOD PERFORMANCEA SSESSMENTNUMBER OF
PROBLEMS SOLVED TO OPTIMALITY -RUNTIME LIMITATION : 3 SECONDS

Sample Simplified Original
problems sets method method
Jic 5C 5C
Ji2 50 50
Ji4 22 50
J1e€ 3 47
Ji8 5 40
J20 2 25
J30 1 2

TABLE IV
BRANCH AND BOUND METHOD PERFORMANCEASSESSMENTNUMBER OF
PROBLEMS SOLVED TO OPTIMALITY -RUNTIME LIMITATION : 10 SECONDS

Sample Simplified Original
problems sets method method
J10 50 50
J12 50 50
Ji4 38 50
J16 5 49
Ji¢ 6 47
J20 2 39
J30 1 3

V.CONCLUSION

In this paper we studied resource-constrained groje
scheduling problem subject to cumulative resou(E6SPSP-
Cu). We developed a branch and bound algorithniRfoP SP-
Cu based on the precedence tree approach and rpedor
extensive experimental analysis on this algoritMalidation
assessment of the algorithm using revised instanciés
optimum solutions in hand showed algorithm validita little
deviation of the algorithm solutions from optimun@hecking
the effectiveness of dominance rules used in thetstre of
the algorithm via comparing the performance of oniginal
algorithm with its simplified version without dongince rules
showed noticeable effectiveness of the rules. BKinal
performance assessment of the algorithm checkitilgyato
solve instances of different sizes under differdithe
limitations to optimality showed its efficiency fonstances of
size j18 and smaller for short runtime limitation0db seconds
and j20 and smaller for more available runtimes8 and 10
seconds.

For further study of the problem in question, otleeact
algorithms can be developed and checked speciaiggu
ideas of other RCPSP branch and bound approachss. A
considering the NP-hardness of the problem, devedop of
inexact and bounding algorithms would be useful.
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