
International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:4, No:1, 2010

81

 

 

  
Abstract—Image data holds a large amount of different context 

information. However, as of today, these resources remain largely 
untouched. It is thus the aim of this paper to present a basic technical 
framework which allows for a quick and easy exploitation of context 
information from image data especially by non-expert users. 
Furthermore, the proposed framework is discussed in detail 
concerning important social and ethical issues which demand special 
requirements in system design. Finally, a first sensor prototype is 
presented which meets the identified requirements. Additionally, 
necessary implications for the software and hardware design of the 
system are discussed, rendering a sensor system which could be 
regarded as a good, acceptable and justifiable technical and thereby 
enabling the extraction of context information from image data. 
 

Keywords—Context-aware computing, ethical and social issues, 
image recognition, requirements in system design. 

I. INTRODUCTION 
ONTEXT-AWARE systems are of growing interest in the 
last years. According to classical definition by Anind K. 

Dey et al., context is “any information that can be used to 
characterize the situation of an entity” [1]. Context-aware 
applications and/or systems are therefore information and 
communication systems which adapt their behavior according 
to the situation they are in. Since acquiring and modeling 
context information is a tedious and expensive task, it is 
beneficial to share context information between different 
applications or systems [2, 3, 4, 5]. So-called spatial models 
are intended to represent or mirror certain aspects of the real 
world as closely as possible, thereby serving as a shared, 
common basis for different context-aware applications. Spatial 
models, however, at the same time raise the challenge of how 
to update them if the environment changes [6, 7]. Besides 
explicit modeling by the system designer, most of the changes 
are amenable by different kinds of sensors such as 
temperature, lighting, pressure or acceleration sensors. In this 
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paper, however, we want to concentrate on a special kind of 
“sensors” – IP cameras – and how context can be generated 
from image data. The application of cameras as sensors could 
replace a series of other physical sensors and the need to 
augment the physical world would decrease and thereby 
simplify the creation of context-aware applications 
dramatically. This idea becomes increasingly clear if one 
bears in mind that there are environments, e.g. in 
manufacturing, where the proliferation of sensors or sensor 
nets, due to the extreme physical conditions such as heat or 
electromagnetic inference fields, is not possible at all [8]. Also 
the proliferation of so-called Smart Dust is considered in 
certain realms as a kind of environmental pollution [9]. There, 
image based sensors, i.e. sensors that generate context from 
image data, seem to remain the only real alternative for 
acquiring important context information. Moreover image-
based sensors seem to be very attractive since they are also 
very flexible and easily extensible. Simply by changing the 
image or pattern recognition method, the given sensor could 
be turned into another kind of sensor which gathers different 
context information for different purposes. Image based 
sensors are therefore considered to be very versatile, easily 
reusable and thus quickly deployable in different fields of 
application. 

As already indicated, the technical basis for acquiring 
context information from cameras, i.e. image based sensors, is 
the analysis of the acquired image data by certain pattern 
recognition algorithms. This analysis of image data can, today, 
be easily performed with the aid of a variety of existing image 
recognition systems. However, currently available image 
recognition systems have some major drawbacks: First, 
current systems are highly dependent on the application, i.e. 
on the specific recognition task. Second, the creation of such 
recognition systems demands expert knowledge. An unskilled 
user without prior knowledge about pattern recognition 
methods is neither able to define an object recognition task on 
a technical level nor is willing to spent a lot of time on 
training the recognition system.  
To solve this problem, we developed a framework for the 
user-defined creation of image recognition systems, which 
allows for the easy and quick extraction of context 
information from image data. However, setting up cameras 
either in the public, at the workplace or in private areas, at the 
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same time raises important social, legal and ethical questions – 
especially if persons are captured by the camera. This raises a 
series of important questions, which have to be addressed 
when designing an image based sensor for context acquisition. 
Thus the remainder of our paper is structured as follows. In 
Section II important related work is summarized thereby 
setting the field for our own work. Section III presents a basic 
framework for context exploitation from image data for non-
expert users. Section IV discusses important social, legal and 
ethical issues and points out further requirements for system 
design. In Section V a first prototype is presented and 
evaluated. Finally, we point out future research topics and 
challenges in Section VI and conclude our work in Section 
VII. 

II. RELATED WORK 
Providing sensor information to an infrastructure for 

context-aware systems based on spatial models has been 
already investigated by a number of researchers, e.g. Bauer et 
al. [10] and – building on that – Kaeppeler et al. [11]. 
Kaeppeler’s SensorContextServer is a small Debian Linux 
operated NSLU2 (Network Storage Link for USB 2.0) with 
different sensors. The SensorContextServer contains sensors 
for temperature, pressure, humidity, and luminance thereby 
acting as a small web server speaking AWML (Augmented 
World Markup Language), an XML-based standardized 
interchange data format for context-aware applications, so as 
to ease interoperability between mobile devices and/or the 
distributed spatial model infrastructure. 

Blessing et al. discussed how to transform text-information, 
e.g. from the internet, to context information, in order to 
update a spatial model through natural language processing 
[6]. Blessing et al. called their approach metaphorically a 
text sensor for a spatial model and showed prototypically how 
to extract and provide traffic report information from the 
internet to spatial models. 

We would like to pick up this metaphoric speech and 
explore in the following how to build an image sensor or 
image based sensor. The required image recognition methods 
and feature extraction techniques are a vastly researched area. 
However, as an investigation of existing recognition systems 
reveals, most of the systems are subject to limitations 
concerning the preparation of training data or contain 
restrictions of environmental conditions like illumination and 
occlusion. Robust, application independent image feature 
extraction algorithms have been developed by D.G. Lowe [12] 
(SIFT features), P. Viola/M. Jones [13] (rectangle features) 
and Bay et al. [14] (SURF features). However, classifiers 
using these features still need to be adapted to the specific 
recognition tasks. Although image recognition systems are 
subject to certain restrictions,  application independent image 
recognition has been a major research area. The goal is the 
usage of a variety of feature descriptors and the automated 
selection of the most discriminative ones. This is realized by 
combining classifiers for different feature descriptors [15, 16, 

17, 18]. Opelt et al. [19] discussed automatic feature selection 
via boosting for solving a variety of image recognition tasks. 
Although these approaches provide the possibility of learning 
descriptive models automatically for varying recognition 
tasks, they rely on the existence of labeled training data. The 
acquisition of this training data and the manual labeling 
presents a problem which has not been discussed in depth in 
connection with this research area. A few systems and 
applications have been developed which try to build a 
database of labeled images or objects in images, e.g. using a 
web-interface [20], a game [21] or specialized software [22]. 
All of these systems have the same drawback, i.e. they try to 
motivate the computer vision community to create a large 
database of labeled images. However, huge effort needs to be 
put into this creation and the final database will not suit any 
possible purpose. Heidemann et al. proposed a system based 
on Self-Organizing Maps (SOM), which allows the labeling of 
images by arranging them according to their similarity [23, 
24]. The proposed system greatly reduces the effort of 
labeling large amounts of data. A comparable system was 
proposed in [25] for a visual analytics purpose, where a Self-
Organizing Map is used to arrange financial time series data. 
Neither of both approaches dealt with the requirements 
introduced by event or situation recognition. Both approaches 
focused on two-dimensional data only. This may, however, 
not always be sufficient. 

Last but not least, the usage of cameras for context 
acquisition raises, besides the technical, also a lot of legal, 
social, and ethical questions, especially when people are 
involved. As already indicated, image sensors might be 
deployed especially in environments, such as manufacturing, 
where the proliferation of sensors or sensor nets is not 
possible due to the extreme physical conditions. Privacy at the 
workplace, especially in a so-called “Smart Factory” with 
Pervasive Computing and Mobile Computing devices acting 
on a common spatial model infrastructure, has been already 
explored by Lucke et al. [26] and Wieland et al. [27]. There, 
the importance of privacy at the workplace is discussed and 
stressed. However, it is also pointed out, that privacy at the 
workplace is not free from restrictions. The level of privacy 
for the worker is the result of a complex negotiation process in 
which different interests of different parties are balanced or 
weighed against each other: the employer, the employee, the 
colleagues of the employee, and third parties such as 
customers or the public in general. 

III.  A BASIC FRAMEWORK FOR  
CONTEXT EXPLOITATION FROM IMAGE DATA 

Until today, image data has not been widely used as a 
source of context. However, the range of possible context 
information which can be derived from a single image data 
source is very large. The reason for the restrained usage of 
image recognition for context exploitation is, that most current 
image recognition systems are designed for special 
applications. 

The creation of an image recognition system for an 
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arbitrary task, such as the detection of objects or the 
evaluation of single statements (like “the window is open”), 
requires a high level of expert knowledge. Additionally, the 
creation of such a system comprises the training with a large 
amount of positive and negative image samples and the 
category labels for this image data. 

The goal of the proposed framework is to facilitate the 
creation of image based sensors, where one sensor is 
responsible for the extraction of one context information only. 
If we want to create a series of these image sensors, two 
conditions need to be fulfilled: The level of expert knowledge 
needs to be reduced dramatically and the tasks which need to 
be performed by the user, i.e. collecting and labeling the 
training image data, need to be simplified. 

Our proposed framework solves these problems by 
providing a system which assumes no previous knowledge 
about image recognition tasks and reduces the necessary effort 
to an acceptable level. This is achieved by an automated 
selection process of discriminative features and user interfaces 
for a simplified interaction. The aim of this framework is 
clearly to reduce the amount of time, necessary for the 
creation of an image sensor, and to eliminate requirements 
about the level of knowledge. These conditions render a 
successful deployment of a network of image sensors 
possible. 

The idea of the framework is to make no assumptions about 
the upcoming recognition task. Additionally, the framework 
expects no prior knowledge about pattern recognition from the 
user. To achieve this completely application independent 
recognition, we decided to extract a large set of different 
features from the image data. 

Some of these features may not be descriptive, others, 
however, might be very useful. The features which are useful 
are automatically selected by the framework in the 
classification stage. Consider a simple scenario where open 
windows are to be detected. The training labels indicate those 
images which show an open window. According to these 
labels, we can train a classifier for each feature descriptor and 
combine their results in order to achieve the best classification 
results on a test set. The combination of these classifiers is 
realized as a weighted sum of all contributing classifiers. We 
consider a classifier for a certain feature descriptor as 
contributing if it decreases the total classification error by at 
least 5%. We found that a lower improvement rate did not 
justify the additional computational effort. 

The framework is designed as a three-stage architecture, 
where each stage includes a set of modules, as shown in Fig. 
1. The modules included in each stage are not restricted and 
additional modules can easily be added. The first stage is the 
region detection. A series of image regions can be detected 
according to homogeneity, texture or other criteria. 
Additionally, interest points may be detected. The result of 
this stage is a spatial description of an image region. This 
description may also be three-dimensional, i.e. tracking a 
moving object through a scene results in a spatial description 
of image regions over time and is treated in the same way as a 

static image region. The second stage contains feature 
extraction modules. These modules are applied to all results 
from the previous stage, that they are able to process, since 
feature extraction may be able to process only interest points 
or some regions. The classification stage trains an individual 
classifier for each feature type. By automatically combining 
these classifiers, the user is relieved from the task of selecting 
suitable features, which would require knowledge about the 
feature extraction modules. 

 
 Fig. 1 Three-stage architecture of the proposed framework. The first 
stage performs the region detection, the second stage extracts 
features from the detected regions and the third stage provides 
classifiers for the different feature descriptors. The result of the 
classification stage is a combination of all individual classification 
results. 

 
In order to create image based-sensors with this framework, 

the reduction of the necessary user interaction in the creation 
of an image sensor is extremely important. Without a major 
simplification, it is not likely that a series of image sensors 
will be created. We found the image data acquisition and the 
training data labeling to be the tasks which require a lot of 
user interaction. The work for the image data acquisition can 
be easily reduced by using an automated camera setup which 
captures images at a certain time, a sequence of images, or a 
video stream. The proposed framework already includes 
functionality for the user to easily access and select available 
data sources. The image data from this source is afterwards 
processed automatically.  

The remaining, time consuming task is the manual labeling 
of the training image data. Although this task is a major 
problem in the creation of image recognition systems, it has 
not been a major area of research. While the arrangement of 
images according to their similarity is straightforward, the 
arrangement of time-series data is not. Time-series data is 
often clustered under the assumption, that the user is 
interested in unusual events rather than in events that occur 
often. Since our approach does not comply with this 
assumption, i.e. the user may not necessarily be interested in 
unusual events only, we use clustering techniques for time-
series data, which identifies similar trajectories. Although 
clustering techniques, like the Hidden Markov Model based 
distance by F. Porikli [28], are not perfect for this purpose, 
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they provide a simplification for the manual labeling task. 

IV. DISCUSSION OF ETHICAL AND SOCIAL ASPECTS 
From an ethical and legal point of view, just monitoring 

objects and things like in industrial processes does not pose 
any problems at all. E.g. in manufacturing, the usage of 
thermographic cameras allows for the remote measurement of 
temperature of certain processes where the application of 
sensors or sensor nets is not possible due to the extreme 
physical conditions. However, if people are involved and 
monitored, the situation is considered – at least in most 
European countries – as to be different. If the images/videos 
a) contain people and b) are of a quality that make it possible 
to theoretically identify persons, the images/videos are subject 
to data protection law [29, 30, 31]. Their capturing, 
processing, storage, transfer then needs the informed consent 
of the people who are subject to the image/video capturing – if 
no other rights/interests and/or objects of legal protection 
outbalance/overwrite this basic principle [30, 31]. All in all, 
from a legal point of view, setting up cameras – if persons are 
identifiable [sic!] – needs to be a) required, b) appropriate, 
and c) adequate [30, 31]. Required means that there must be a 
justifiable reason, a concrete end for which cameras should be 
installed, i.e. you cannot install cameras just for fun. 
Appropriate means that setting up cameras is also really 
necessary and/or that cameras are the right means to reach the 
given end. Finally, adequate means that setting up cameras is 
not overdone and also just, reasonable and acceptable for the 
persons subject to the image/video capturing measures. E.g. in 
Germany, video surveillance at the workplace is restricted to 
special cases only. There must be reasonable suspicion 
documented by facts that an employee acts illegally or 
contrary to the contract of employment (such as stealing 
things) [31]. Furthermore, the work council has to be 
informed, consulted, and asked for approval about the planned 
surveillance measures. The video surveillance measure 
mustn’t be taken if there are other, less invasive means to 
prove the guilt of the person in question (thereby protecting, 
e.g., the rights of other employees). 

But what does this all mean for our development of an 
image based sensor? Mainly it means, that the praised high 
flexibility of an image based sensor breaks – from the point of 
view of data privacy – the basic principle of data minimization 
and data avoidance. The image based sensor is “greedy” 
capturing much more than just the relevant data needed to 
reach a certain end. E.g. an image based sensor could be used 
to detect open windows in a room. At the same time, the 
sensor also records information about what is going on outside 
(such as weather, traffic, behavior of people) and what 
happens inside the room, including the people working there. 
Therefore, the system design of our image based sensor has to 
be adjusted accordingly, so that it avoids the above pitfalls 
and acts as a kind of virtual sensor. First and foremost this 
implies designing the image sensor as an integrated, closed 
system, a system, which does not a) forward images or 

streamed videos, but only measured values like a real sensor 
(such as temperature values or values which window is open 
or not) and which b) does also not store or record 
images/videos locally. This system design would comply with 
the basic principles of purpose specification/limitation and 
data minimization/avoidance thus creating a system which 
could be considered from an ethical and legal point of view as 
acceptable and therefore also deployable. These restrictions 
apply to the operating phase of the image sensor.  

Concerning the training phase of the image sensor, it is 
absolutely necessary to view the image data in order to 
provide category labels for the training data. However, it is 
not a valid option to just record everyday life in a factory, 
since all the data worth protecting would be visible to the 
person training the system, thus being indeed some kind of 
systematic surveillance and clustering of the captured images. 
Therefore, there is no way round explicitly training the system 
in an artificially created situation by the people who are 
setting up the system. Some people could now argue, that 
before releasing the images to the persons training the system, 
faces could be automatically anonymized or pixelated out. 
However the problem with that is that a) the anonymization 
algorithm might miss certain person or b) that even with 
pixelating out faces too many characteristics remain 
unobfuscated (such a clothing, posture, shape of the body) 
thus still allowing for the identification of certain persons [32, 
33]. So, in order to be on the safe side, there is no way round 
explicitly training the system in an artificial situation in which 
only the training people are visible in the images/videos. 

V. PROTOTYPICAL IMPLEMENTATION AND RESULTS 
The framework presented in Section III was implemented in 

MATLAB, in order to exploit the variety of existing detection 
and feature extraction algorithms.  

A prototypical implementation of an image sensor is a door 
sensor, which continuously tracks the state of the door, i.e. 
opened or closed. The training data of this sensor is very 
critical, since the knowledge about persons walking in and out 
of a door may lead to conclusions about the behavior of these 
persons, i.e. the time the person does not spend at his or her 
workplace. Aiming at creating an integrated/closed system, 
i.e. a sensor which only outputs values and no image data, the 
door  image sensor only returns a Boolean value, which 
indicates whether the door is open (true), or closed (false). 

The system setup consists of a stationary IP camera with 
restricted access for authorized users only. The creation of the 
image sensor, including the training, was performed on a 
workplace computer with Internet access. In addition, the 
workplace computer was used to apply the sensor in operation 
mode. The purpose of the image sensor is to update the state 
of the door in the NEXUS spatial model via XML 
communication. 

Since the proposed framework uses state of the art 
algorithms for the region detection, the feature extraction and 
the classification stage, we are not able to report new results. 
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The contribution of this framework is the possibility of 
creating image sensors with reasonable effort. 

In order to discuss the consequences of the requirements 
implied by ethical and legal issues, i.e. the usage of synthetic 
training data, we created two image sensors: The first one is 
trained on synthetic training data, i.e. images acquired in a 
fake scenario with instructed participants, and the second one 
is trained on real image data. Fig. 2 shows an exemplary set of 
training images for both data sets.  
The training data for the synthetic image sensor consisted of a 
total of 213 training images taken with door closed or opened 
at varying angles. The lighting conditions were changed 
manually during the data acquisition by dimming the light. 
However, the changes of the lighting conditions are barely 
perceptible, see Fig. 2 (images f-j). The real training data 
consisted of 266 frames, acquired in the course of a day. 
Frames were captured as soon as a major difference was 
detected, i.e. the door was opened, and 10 frames of the closed 
door were captured afterwards. 

 
Fig. 2 Exemplary training images from the real (a-e) and synthetic 
(f-j) training images data set. The images taken from the real training 
data set display a significant change in lighting conditions. 

 
Both sensors resulted in a combination of rectangle features 

and color features, with minor differences in the weighting. 
The test data was sampled over 24 hours every 6 seconds. 
Frames showing an opened door made up approximately 30% 
of the test data set. The sensor trained on synthetic data 
yielded a correct classification rate of 70.4%, whereas the 
sensor trained on real data yielded a classification rate of 
95.8%. A summary of the results is shown in Table I.  

An investigation of the misclassified frames in the synthetic 
scenario indicates that the majority is caused by changes in the 
lighting conditions which were not covered by the restricted 
training data set. The lighting changes caused by the daylight 
have much more effect on the global illumination than the 
headlights in the room, which were turned on and off during 
the acquisition of the synthetic training data. Additionally, 
artificial edges caused by shadows, as can be seen in Figure 
2e), may lead to wrong conclusions if they are not sufficiently 
represented in the training data set. 

Although this scenario is very simple, it does reflect a major 
problem in computer vision and recognition systems. Of 
course it is possible to acquire a synthetic training data set 
with a larger variety in lighting conditions. However, the 
effort and time necessary for this acquisition presents a major 

obstacle for the creation of image sensors on a large scale.  
 

 

VI. FUTURE WORK: TOWARDS A CLOSED SYSTEM 
The discussion has a major implication on the design of the 

system. The training phase must be performed on a synthetic 
data set and the operation phase must ensure the privacy of 
persons captured by the image data. In operation mode, the 
system must not save the image data for a longer period than 
necessary for the processing. This issue is important for legal 
and ethical reasons and can therefore not be realized as an 
option which may be bypassed. Instead, the framework must 
ensure that image sensors do not save image data 
permanently. 

In order to implement this restriction we need to focus on 
two cases, temporary data storage and long-term data storage. 
Temporary data storage may be necessary inside region 
detection modules when changes between consecutive frames 
are of interest. This temporary storage happens inside the 
module and the data is deleted as soon as it is no longer 
necessary. To prevent unauthorized access to the temporary 
data, the system needs to be deployed as a closed system. In 
the second case, image data is written to the hard drive. This 
may be necessary if the amount of image data is too large and 
cannot be processed at once. 

While the necessity of temporary storage is indisputable, 
the long-term storage of data needs to be prevented. This can 
be achieved by making the system self-aware of its current 
task. While the system is free to save image data in the 
training mode, the image sensor itself is subject to certain 
restrictions, which comprise the prohibition of long-term data 
storage. Creating this self-awareness by giving the system a 
training and operation mode is a necessary measure. However, 
the major drawback of this mechanism is that it is not visible 
from the outside, whether long-term data storage is in fact 
prevented. 

In future we plan to move our image sensors to a small 
Debian Linux operated NSLU2 as used in [11] and connect a 
simple small webcam to it thus creating some kind of real 
“integrated, closed system.” This small system is able to 
handle external storage like flash drives or hard disks 
connected via USB. An implementation of a server that is 
accessed via network could provide the symbolic 
measurement results of our image sensor but prevent the 
access to the images of the camera. An internal 8MB flash, 
which is not accessible via network, can be used to store 
calibration datasets for the image processing. The big 
advantage of such a system is the possibility of removing the 
memory which is necessary for permanent storage of the 

TABLE I 
SUMMARY OF THE TWO COMPARED SENSORS 

Sensor trained with synthetic  data real data 

Training data set 213 frames  266 frames 
Test data set 13140 frames 

Correct classification rate 70.4%  95.8%  
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image data. We suggest the development of an integrated, 
closed system consisting of a camera and an embedded system 
similar to the NSLU2, where the USB plug is mounted next to 
the camera lens. Therefore it would be possible for the person 
in front of the camera to see if any storage device is connected 
and whether the device is technically capable of storing 
images at the moment or not. 

As stated in Section IV in some countries any capturing, 
processing or storage of data needs the informed consent of 
persons who could possibly be hereby identified. In cases 
where e.g. employees are in the range of coverage of an image 
sensor, the acceptance should be higher if they can easily 
check for themselves that permanent image storage is 
physically prevented. 

In turn the identical hardware together with a connected 
USB storage could be used to operate our image sensor in 
training mode, whereas the calibration of the sensor on real 
training data leads to better classification rates as has been 
proved by our prototypical implementation. 

The actual creation and deployment of this integrated, 
closed system is, however, not a scientific challenge. 

VII. CONCLUSION 
In this paper, we presented a framework for the exploitation 

of context information from image data. The major 
contributions of this framework are its extensibility and its 
usability. The framework is designed for users with no prior 
knowledge about image recognition techniques. The proposed 
framework facilitates the creation of image recognition 
systems, i.e. image sensors, tremendously. Moreover, the 
discussion of different social, legal, and ethical issues showed 
that – if people are involved – the above framework needs to 
be implemented as an integrated, closed system so as to be 
considered as acceptable and thus also as deployable. A 
prototypical implementation and first test have shown that the 
proposed system is effective and efficient. However, it still 
remains an open question how the image sensor is perceived 
by e.g. the people at work. For them they only see a camera. 
While some won’t care about it, others might feel observed, 
monitored and tracked and won’t trust that the camera is 
programmed in the right way (i.e. capturing only symbolic 
sensor information and not streaming or storing images, 
videos or information about their behavior or movements). 

All in all, setting up cameras is a delicate issue which needs 
more research especially in conjunction with legal scholars. 

A topic of future research will not only be the exploitation 
of context information from image data and the updating of 
the spatial model, but also the evaluation of the correctness of 
already modeled information and the consistency of the spatial 
model at all. We therefore plan to combine our image sensor 
with the already developed text sensor and other real, physical 
sensors as are already available with the SensorContextServer. 
For checking consistency we furthermore want to concentrate 
on image  and video data already provided by different 
internet communities. E.g., there is a growing number of 

freely available web cams showing the traffic volume and 
road-conditions. By extracting information with an image 
sensor from these web cams and combining/checking them 
against information acquired with the text sensor about the 
traffic volume, we want to make information in the spatial 
model more exact and reliable thus allowing in future for 
more robust context-aware systems. 
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