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Abstract—In this paper we consider the issue of distributed
adaptive estimation over sensor networks. To deal with more realistic
scenario, different variance for observation noise is assumed for
sensors in the network. To solve the problem of different variance
of observation noise, the proposed method is divided into two
phases: I) Estimating each sensor’s observation noise variance and
II) using the estimated variances to obtain the desired parameter.
Our proposed algorithm is based on a diffusion least mean square
(LMS) implementation with linear combiner model. In the proposed
algorithm, the step-size parameter the coefficients of linear combiner
are adjusted according to estimated observation noise variances. As
the simulation results show, the proposed algorithm considerably
improves the diffusion LMS algorithm given in literature.
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diffusion.

I. INTRODUCTION

Ensor networks have broad range of applications including

information gathering, precision agriculture, environment
surveillance, target localization and etc. [1]. In all the supposed
applications for sensor networks, distribution of the nodes
yields spatial diversity, which should be exploited alongside
the temporal dimension in order to enhance the robustness
of the processing tasks [2]. The ability to detect events of
interest is essential to the success of emerging sensor network
technology. Detection often serves as the initial goal of a
sensing system [1]. Recently, distributed adaptive estimation
algorithms that enable a network of nodes to function as an
adaptive entity are proposed [3]-[11].

In [3]-[6] distributed adaptive algorithm using incremen-
tal optimization techniques such as incremental distributed
LMS, (IDLMS) [3-5] and distributed recursive least mean
square (dRLS) [6] are developed. The resulting algorithms
are distributed, cooperative, and able to respond in real time
to changes in the environment. In these algorithms, each
node is allowed to communicate with its immediate neighbor
in order to exploit the spatial dimension while limiting the
communications burden at the same time. In [7-9] diffusion
implementation for distributed adaptive estimation algorithms
are developed. In these algorithms each node can communicate
with all its neighbors as dictated by the network topologyare.
In comparison with incremental based algorithms, diffusion
based methods need more communication resources and have

Amir Rastegarnia is with the Faculty of Electrical and Computer Engineer-
ing, University of Tabriz, Tabriz, Iran, email: a_rastegar@iece.org

Azam Khalili is with the Faculty of Electrical and Computer Engineering,
University of Tabriz, Tabriz, Iran, email: a-khalili@tabrizu.a.cir

Mohammad Ali Tinati is Professor and Chairman of Electrical Engineering
with the University of the of Tabriz, Tabriz, Iran, email: tinati@tabrizu.ac.ir

better estimation performance. Both diffusion LMS and dif-
fusion RLS algorithm are introduced in the literature. Their
formulation and performance can be found in [10] and [11].
In the existing distributed adaptive estimation algorithms,
either observation noise with equal variance is assumed for
all the nodes in the network or same strategy is used for
different variance condition. In practice, this assumption fails
due to the many physical problems. However, considering
different observation noise is a better assumption for sensor
networks and is more close to real scenario. In this paper, the
issue of distributed adaptive estimation over sensor networks
is considered with different variance of observation noise
constraint. To deal with this constraint, we first obtain an
estimate of each sensor’s observation noise variance using
the diffusion LMS algorithm. In the next step, we propose
a new diffusion LMS based algorithm in which the step-size
parameter and the coefficients of linear combiner are adjusted
according to estimated observation noise variances.

II. ESTIMATION PROBLEM AND THE ADAPTIVE
DISTRIBUTED SOLUTION

A. Notation

A list of the symbols used through the paper, for ease of
reference, are shown in Table 1.

TABLE I
LIST OF THE MAIN USED SYMBOLS

Symbol Description
w; Weight vector estimate at iteration ¢
u; Regressor vector at iteration ¢
e(%) Output estimation at iteration ¢
d(z) Value of a scalar variable d at iteration 4
Uu; Value of a vector variable u at iteration 4

B. problem Statement

We are interested in estimating an unknown vector w® from
multiple spatially independent but possibly time-correlated
measurements collected at /N nodes in a network [3] (See Fig.
1). Each node k has access to time-realizations {d (), ux;}
of zero-mean spatial data {dj,uy} where each dj is a scalar
measurement and each wuy is a 1 X M row regression vector.
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Fig. 1. A distributed network with N active nodes accessing space-time
data.

We assume that the unknown vector relates to the as:
di(i) = upw° + vk (i), )]

where is some white noise sequence (also known as observa-
tion noise) with variance , and is independent of . By collecting
regression and measurement data into global matrices results:

Uécol{ul,ug,...,uN} 2)
d 2 col{dy,ds, ...,dn} 3)

where the notation col {-} denotes a column vector (or matrix)
with the specified entries stacked on top of each other. The
objective is to estimate the vector that solves

min J(w) where J(w) = E ||d — Uw|? 4)

The optimal solution satisfies the normal equations [8]

Rdu = Ruw" (5)
where
N

Ray = E{U*d} = Raus, ©6)

k=1

N
Ryy=E{U"U} =) Rux. )

k=1

where in (6), the symbol * denotes the Hermitian transform.
Note that in order to use (5) to compute w° each node must
have access to the global statistical information {R,, R}
which in turn requires more communications between nodes
and computational resources.

C. Incremental LMS solution

The standard gradient-descent implementation to solve the
normal equation (5) is as

w; = wi—1 + p[VJ (wi—1)]", ®

where 1 is a suitably chosen step-size parameter, w; is an
estimate for desired parameter (i.e. w,) in ith iteration of
VJ(-) and denotes the gradient vector of J(w) evaluated at
w;—1 . If p is sufficiently small then w; — w® as ¢ — oo

[3-6]. In order to obtain a distributed version of (8), first the
cost function J(w) is decomposed as

N
J(w) =" Jp(w), 9)
k=1
where A
i :E{\dk —Ukw|2}. (10)

Using (9) and (10) the standard gradient-descent implementa-
tion of (8) can be rewritten as [3-6]:

N *
w; = Wwi_1 — b {Z NP/ (wzl):| (11)

k=1

By defining the as the local estimate of the 1/),(:) at node k and

time ¢, then w; can be evaluated as [3]
oD =D VI ()], E=1,2,..., N (12)

This scheme still requires all node to share global information
w;—1. The fully distributed solution can be achieved by using
the local estimate 1/),9 at each node k instead of w;_1,

o =0 = [V (60)] k=128 a3

Now, we need to determine the gradient of J and replace
it in (13). To do this, the following approximations are used

R i = di(4) u;;2 (14)
Ry i = uj, ju,i (15)
The resulting IDLMS algorithm is as follows [5]

1/)(()i) — Wi—-1

o =y — [dk(i) - uk,iw;(ﬁll] (16)
k=1,2,....N
w; — 1/)5\1,)

D. Diffusion LMS Solution

As mentioned in the introduction section, when more com-
munication resources are available, it is possible to take
advantage of the network connectivity and devise more so-
phisticated peer-to-peer cooperation rules [7]. To describe one
such diffusion implementation we consider gain Fig. 1. The
neighborhood of a node AN is the set of nodes directly
connected to it, including itself. Each node k consults peer
nodes from its neighborhood and combines their past estimates

wl(l_l); 1€ Ng(i— 1)} with its own past estimate wl(l_l)
(see Fig. 2). _

The node generates an aggregate estimate (;5[“71) and feeds
it in its local adaptive filter. The strategy can be expressed as
follows for LMS-type recursions [7]:

= a (e aii ) an

s

= ol i (k) —urael V) a)

for some local combiner fy(-). The combiners may be non-
linear or even time variant.
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Fig. 2. A network with diffusion cooperation strategy.

III. PROPOSED ALGORITHM

To deal with the mentioned conditions, it is necessary to
obtain an estimate of each sensor’s observation noise. To do
this, we consider the equation (1) again. If we repeat the
diffusion LMS algorithm (i.e. eq. (17)) Ls times (where Ls
is a suitably chosen integer), it is possible to have a primary
estimate of w?. It must be noted that this estimate of w? is
used just to obtain a primary estimate of observation noise
at each sensor, and it is not the final estimate of w°. So, in
the first step we must use a diffusion LMS algorithm to . In
this paper we consider a linear combiner model in which at
node k, the aggregated estimate qﬁg*l) is generated by linearly
combining the neighbors estimates, i.e.,

=N ek Y (19)
lENk

o = o0+ i (k) — uriel V) @0)

Here we select a ring topology for the sensor network as
shown in Fig. 3.

B+1
Fig. 3. The ring topology of sensor network.
According to this topology we have
Ne={k—1,kk+1} @21

since in the first iterations ¢ < Ls we have not any information
about observation noise we select
1
Now by substituting the (22) in (19) and (20), the observa-
tion noise at each sensor can be estimated as

(Ls)

() = di(4) —upvN~’, i=1,2,...,Ls (23)

we denote by 1/1,(CLS) the estimate of w? in the ¢th iteration
in Nth node, so we will have:

(Ls) — (1) 24

VN k k=N, i=Ls 24

In iteration Ls + 1, the information n (i), i = 1,2, ..., Ls,

are sent to the Nth node. Having ng(¢) in the N node, we

calculate the variance of observation noise of the kth sensor
by

1 Ls
g9 = (L—S) an(i). (25)

Ls
- . 2
G =) (n(i) — gr) (26)
i=1
As 0} increases, the reliability of dj decreases, so there is
inverse relation between &5 and sensor’s reliability. Keeping
this fact in mind, we define

1
sp=—,k=1,2,..,N Q@7
Ok

In the next step, we define the following parameter
A =max{sg}, k=1,2,..., N, (28)

Finally, we define the step-size of the our diffusion LMS
algorithm as

Hk = fLglobAg Sk (29)

Now, we have an estimate of variance of observation noise
for each sensor. So it is possible to further enhance the
performance of linear combiner (19) by adjusting the ¢(l, k)
according to the estimated variances 6. To do this for sensor
k, we define

& =11, and y =341, and p=—  (30)
Yy

Again because of inverse relation between 7 and sensor’s
reliability we set

2 —
3i+s) l=k-1
cth)=1 3 1=k 31)
eI

Using (29) and (31), the diffusion LMS algorithm can be
written as

=3 ek by Y (32)
leN

0 = o i (a4 w0 ) G

In Fig. 4 the block diagram of the proposed algorithm is
provided. it is obvious that in the proposed algorithm both
step size parameters pj and combiner coefficients c(l, k)
cooperate in LMS update equation. Since these parameters
are calculated according to the sensor data, so it is expected
that the proposed algorithm provide a better performance. In
the following section, we will present the simulation results
of different algorithms.
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Fig. 4. The block diagram of the proposed algorithm.

IV. SIMULATION RESULTS

In this section we present the simulation results of the
proposed algorithm and compare it to other algorithms such
as the IDLSM of [4] and the diffusion-LMS of [7]. To this
aim we consider a network with N = 20 nodes and Gaussian
regressors with I, , = I. We further assume that the variances
of observation noise for sensors vary from o2 = 1073 to
02 = 1071, The curves are obtained by averaging over 100
experiments with (g1, = 0.01 and M = 4. To compare the
performance of different algorithms we use the mean-square

error (MSE) criteria which is defined as follows
MSE £ E |ey (00)|? (34)

The performance of the proposed algorithm is highly depen-
dent on the value of Ls, since it determines how kas) is close
to w’. In Fig. 5 the performance of the proposed algorithm
for Ls = 30 in comparison with other algorithms is shown.

10 T T T

........ LMS solution
— WIS diffusion
proposed

0 100 200 300 400 500
iteration

Fig. 5. The performance of the proposed algorithm (Ls = 30)

As Fig. 5 shows, this value of Ls is not a suitable choose. In
fact Ls must be chosen when the IDLMS algorithm (which is
used to a primary estimate of w?) is in its steady state position.
According to our simulation results , Ls = L/10 (where L is

the total number of iterations) is a good choice. In Fig. 6, the
performance of proposed algorithm for Ls = 150 is shown.

........ LIS solution
——LMS diffusion
proposed

100 200 300 400 500
iteration

Fig. 6. The performance of the proposed algorithm (Ls = 150)

As it is clear from Fig. 6, the proposed algorithm for a
L = 150 iteration has better performance than IDLMS and
diffusion LMS in a sense of steady state estimation error. The
step size for different sensors (i.e. vector p ) is shown in Fig.
5.
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Fig. 7. The step-size for different sensors in the proposed algorithm

Although it is possible to obtain better estimation of by
choosing a Ls > L/10, but it must be noticed that the primary
estimate of w’ is used just to obtain a primary estimate of
observation noise at each sensor and it is not the final estimate
of w°. In the Fig. 8, the performance of the proposed algorithm
for different Ls values is shown.

V. CONCLUSION

In this paper we considered the problem of distributed
adaptive estimation over sensor networks in a more realistic
scenario where different variance for observation noise is
assumed for sensors in the network. Our the proposed method
is divided into two phases: 1) Estimating each sensor’s obser-
vation noise variance and II) using the estimated variances to
obtain the desired parameter. We enhanced the diffusion LMS
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Fig. 8. The performance of the IDLMS and proposed algorithm for different
Ls values.

implementation with linear combiner model. In the proposed
algorithm, the step-size parameter the coefficients of linear
combiner are adjusted according to estimated observation
noise variances. As our simulation results show, the proposed
algorithm has a better performance of diffusion LMS algorithm
in the same condition.
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