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Abstract—Grid computing is growing rapidly in the distributed 

heterogeneous systems for utilizing and sharing large-scale resources 
to solve complex scientific problems. Scheduling is the most recent 
topic used to achieve high performance in grid environments. It aims 
to find a suitable allocation of resources for each job. A typical 
problem which arises during this task is the decision of scheduling. It 
is about an effective utilization of processor to minimize tardiness 
time of a job, when it is being scheduled. This paper, therefore, 
addresses the problem by developing a general framework of grid 
scheduling using dynamic information and an ant colony 
optimization algorithm to improve the decision of scheduling. The 
performance of various dispatching rules such as First Come First 
Served (FCFS), Earliest Due Date (EDD), Earliest Release Date 
(ERD), and an Ant Colony Optimization (ACO) are compared. 
Moreover, the benefit of using an Ant Colony Optimization for 
performance improvement of the grid Scheduling is also discussed. It 
is found that the scheduling system using an Ant Colony 
Optimization algorithm can efficiently and effectively allocate jobs 
to proper resources. 
 

Keywords—Grid computing, Distributed heterogeneous system, 
Ant colony optimization algorithm, Grid scheduling, Dispatching 
rules.  

I. INTRODUCTION 
OMPUTATION Grid technologies [1] are a new trend 
and appear as a next generation of the distributed 

heterogeneous system. It combines physical dynamic 
resources and various applications. Currently, it is a great 
potential technology that leads to the effective utilization of 
the resources. Meanwhile, the complex problems such as 
scientific, engineering and business need to utilize the huge 
resources. Therefore, grid computing is considered as an 
ultimate solution to solve these problems. Scheduling is an 
important issue of current implementation of grid computing.  
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The demand for scheduling is to achieve high performance 
computing. Typically, it is difficult to find an optimal resource 
allocation for specific job that minimizes the schedule length 
of jobs. The scheduling problem is defined NP-hard problem 
[15] and it is not trivial.  

The motivation of this paper is to develop a grid scheduling 
algorithm that can perform efficiently and effectively in terms 
of minimizing total tardiness time. Not only does it improve 
the overall performance of the system but it also adapts to the 
dynamic grid system. First of all, this paper proposes an Ant 
Colony Optimization (ACO) algorithm to find the optimal 
resource allocation of each job within the dynamic grid 
system. Secondly, the simulation of the experiment is 
presented. This simulation is an extension of GridSim [14] 
toolkit version 4.0, which is a popular discrete-event simulator 
and grid scheduling algorithm. The simulator defines the 
different workload of resources, the arrival time of 
independent jobs, the length of each job, the criteria of a 
scheduler, etc. Finally, this paper compares the performance 
of various job schedulers and dispatching rules for grid 
environment within fully controlled conditions [16]. The 
experiment considers: 
• First Come First Served (FCFS) 
• Minimum Time Earliest Due Date (MTEDD) 
• Minimum  Time Earliest Release Date (MTERD) 
• Ant Colony Optimization (ACO) 

The rest of the paper is organized as follows. In section II, 
the literature review is presented. Section III discusses on the 
problem statement. Section IV describes the methodology and 
design, and briefly illustrates how to implement an Ant 
Colony Optimization (ACO) into the discrete-event simulator. 
Section V presents the experimental results and the 
discussions. Section VI concludes the paper.  Finally, Section 
VII suggests the future works. 

II. LITERATURE REVIEW 
In the past few years, researchers have proposed scheduling 

algorithms for parallel system [2 - 6]. However, the problem 
of grid scheduling is still more complex than the proposed 
solutions. Therefore, this issue attracts the interests of the 
large number of researchers [7- 11].  

Current systems [17] of grid resource management was 
surveyed and analyzed based on classification of scheduler 
organization, system status, scheduling and rescheduling 
policies. However, the characteristics and various techniques 
of the existing grid scheduling algorithms are still complex 
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particularly with extra added components.   
At the present time, job scheduling on grid computing is not 

only aims to find an optimal resource to improve the overall 
system performance but also to utilize the existing resources 
more efficiently. Recently, many researchers have been 
studied several works on job scheduling on grid environment. 
Some of those are the popular heuristic algorithms, which 
have been developed, are min-min [12], the fast greedy [12], 
tabu search [12] and an Ant System [13]. 

The heuristic algorithms proposed for job scheduling in 
[12] and [13] rely on static environment and the expected 
value of execution times. H. Casanova et al. [18] and R. 
Baraglia et al. [19] proposed the heuristic algorithms to solve 
the scheduling problem based on the different static data, for 
example, the execution time and system load. Unfortunately, 
all of information such as execution time and workload cannot 
be determined in advance of dynamic grid environments. 

 In 1999, the Ant Colony Optimization (ACO) meta-
heuristic was proposed by Dorigo, Di Caro and Gambardella, 
which has been successfully used to solve many NP-problem, 
such as TSP, job shop scheduling, etc. In the past few years, 
several researchers proposed solutions to solve grid 
scheduling problem by using ACO [20].  

Several studies have been trying to apply ACO for solving 
grid scheduling problem. Z. Xu et al. [21] proposed a simple 
ACO within grid simulation architecture environment and 
used evaluation index in response time and resource average 
utilization. E. Lu et al. [22] and H. Yan et al. [23] also 
proposed an improved Ant Colony algorithm, which could 
improve the performance such as job finishing ratio. However, 
they have never used the various evaluation indices to 
evaluate their algorithm.  

The ACO becomes very popular algorithm to apply for 
solving grid scheduling problem. However, most of the 
mentioned algorithms were not taken into consideration some 
evaluation indices, for example, total tardiness time that has 
been shown in [24].  

III. PROBLEM STATEMENT 
Grid computing is the heterogeneous environment, which is 

also the dynamic environment. The scheduled jobs rarely 
coincide between actual execution times and the expected 
ones in the real computing environment. Therefore, the main 
challenge of the job scheduling is in both the grid system 
since no one has the ability to fully control all jobs. The other 
challenge is in the available dynamic resources and the 
difference between the expected execution time with the 
actual time in algorithm.  

To illustrate the impact of dynamic environment and 
uncertainty in the execution job time in grid scheduling 
system, heuristic algorithms will be used as a solving tool in 
the studied system. The assumptions regarding four jobs: J1, 
J2, J3 and J4. They are to be scheduled onto grid system of two 
machines, M1, M2. Table I shows the expected execution time 
and the actual execution time on the machines, where the 

actual execution time gives in parentheses, the min-min 
algorithm will allocate M1 for J1, M2 for J2 , M2 for J3 and M1 
for J4 based on the expected execution time. The result is 40 
time units of scheduling length, which is the optimal solution. 
However, the precise expected execution time of job cannot 
be determined in advance because of the load dynamic and 
many the other unknown. Hence, the previous solution is not 
the optimal because the scheduling will has length 50 time 
units.  In the other words, if the assign job to the machine 
based on the actual execution time, it can achieve the shortest 
schedule length is in 30 time units.  

 
TABLE I 

THE EXPECTED AND ACTUAL EXECUTION TIME ON THE MACHINES 

Job Machine1: M1 Machine 2: M2 

J1 10(20) 20(10) 
J2 30(20) 25(30) 
J3 20(10) 15(20) 
J4 15(10) 20(5) 

 
With the above concept there is an importance issue 

regarding the local search, which assigns the job to improper 
machine. Therefore, the scheduling considers and swaps the 
job from improper machine to more proper machine in the 
solution, as shown in Fig. 1. 

 
time    time    

30 J3    30    
25      25 J4     
20 J2    20 J2 J3  
15   J4  15      
10   J1  10   J1  

5      5      
M1 M2 Machine  M1 M2 Machine 

 
Fig. 1 Time table of problem processor (left hand side) and non-

problem of processor (right hand side) 
 
To illustrate the local search in Fig. 1, the scheduling length 

of the solution in the left hand side is 30 time units and the 
problem is in machine 2. The local search finds the optimal 
machine and directs the job to suitable assigned machine. 
Hence, this will reduce the overall of the scheduling length. 
The procedure can search a job on M2 that can be swapped to 
the other machine. At the same time, the other jobs can be 
searched and swapped to another machines. In addition, a job 
J3 is swapped to machine M2 and J4 is swapped to machine M1 
for that the scheduling length is reduced from 30 time units to 
25 time unites. 

Motivated by these facts, the goal of this paper is to 
propose an Ant Colony algorithm that can produce the optimal 
resources selection technique, which can find the optimal 
resources to process the jobs and overall performance system 
in term of minimizing tardiness time.     
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Fig. 2 The layer of Grid Simulation architecture 

The approach is to develop scheduling algorithm within the 
objective to minimize total tardiness time of the jobs based on 
an Ant Colony Optimization (ACO). The problem is stated as 
follows [16]. A set of n jobs are available for processing on 
available set of m machines. Each job has a processing time pj, 
a due date time dj, an arrival time aj and a release time rj 
which is incurred when job j immediately follows job i. It is 
assumed that all the processing times, due dates, release time 
and arrival times are non-negative integers. Job preemptions 
are not allowed. Let Cij be completion time of the operation of 
job j on machine i. Thus, the completion time of the job jth in 
machine ith is given as 

, ,i j j j i jC a r p= + + .                                (1) 

The tardiness of the jth job in machine i is given as 

, ,max( ,0)i j i j jT C d= − .                            (2) 

The objective is to minimize the maximal total tardiness 
time of all the jobs within machine of grid environment. 

 ,
1 1

m n

i j
i j

T
= =

⎛ ⎞
⎜ ⎟
⎝ ⎠

∑ ∑ .                                    (3) 

IV. METHODOLOGY AND DESIGN 

A.   Grid Simulation Architecture 
The grid environment is a complex heterogeneous system 

consisting of many organization domains in which no one has 
full control of all available resources and applications (jobs). 

For this reason, the simulation of these systems is 
complicated. The simulation presented in this paper is based 
on GridSim [14] and [16]. It also extends internal entities to 
more complex requirements. Additionally, the ACO algorithm 
for predicting the job is allocated to the optimal resources. 
The layer of simulation is shown in Fig. 2.  

The users can register any time in the grid environment, 
after that they are able to submit jobs to the grid environment.  
The submitted jobs are received at the Receiver side. The 
receiver side is to automatically submit the selected jobs to the 
Scheduling Module. Where, the receiver has the function to 
maintain the job work load, user name, etc. 

At the Scheduling Module, all of the information in the grid 
system such as CPU speed, CPU load, number of CPUs in the 
resources, etc. has been collected from the Grid Information 
Service (GIS) and they are used to calculate the optimal 
resources for processing the job. This paper designs an Ant 
Colony Optimization (ACO), which is explained in the 
following section.   

The purpose for a Job Dispatcher is to deliver jobs to a 
selected resource and maintain these jobs in the grid queue. 
The function of the Grid Information Service (GIS) is to 
maintain and update the status of the grid resources.  

B.   An Event Diagram of Grid Simulation 
GridSim toolkit [14] provides the basic functionality to 

create common entities such as computation resources, users, 
simple jobs, etc. and the simple implementation of grid 
environment. Different amount Processing Elements (PEs) are 
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Fig. 3 An event diagram for interaction between the jobs and the resources entities 

created during the simulation. These Processing Elements 
(PEs) are also different in the speed of processing. Likewise, 
one or more machines can be put together to create grid 
resources. 

The event diagram of grid simulation is shown in Fig. 3. 
When the simulator starts, Grid Resource Entities sends an 
event to GIS entities for registration. Hence, GIS entities 
return a list of registered resources and their details to Meta-
scheduler. Therefore, Grid Client Entities submit the jobs and 
its details such as arrival time, releasing time, due date time, 
length of job and the request of resources configuration, 
properties, etc, to Meta-scheduler. The Meta-scheduler 
responds with dynamic information such as resources 
workload, available resources, capability, and the other 
properties. 

The Meta-Scheduler is an important part of the job 
scheduler. Jobs are selected or scheduled to grid resources by 
an Ant Colony Optimization (ACO). If grid resources are not 
available, the job is kept at the Grid Job Pool. When the job 
processing is finished, Grid Resource Entity is released and 
Meta-Scheduler sends the event to GIS for updating the grid 
resources status. 

Once the processing of all the jobs is finished the statistical 
results are generated automatically.  

 
 
 

C.   The Proposed ACO Algorithm  
Generally, when the jobs are submitted to the grid system at 

different times, they have different time steps, therefore they 
consumes different resources. Therefore, the processing is 
performed within the different execution times. In order to 
deal with those jobs, they are submitted to the dynamic load of 
the system, which the system takes effect to the job execution 
time. This problem is more difficult than static load of the 
system. This paper proposes ACO algorithm to solve this 
problem by considering the requirements of each job, which is 
independent from other jobs and where only one of job 
processes in any unit time slot (space sharing). 

Ant Colony Optimization (ACO) is one of the meta-
heuristics. It can be applied not only to solve discrete 
optimization problems but also to solve both static and 
dynamic combinational optimization problems. 

ACO is inspired by a colony of artificial ants cooperate in 
foraging behavior, which is described in more details in [25]. 
This behavior enables ants to find the shortest paths between 
food sources and their nest. In fact, they deposit a chemical 
pheromone tail on the ground after they walk from the nest to 
food sources and vice versa. Hence, they choose the way with 
higher probability paths, which are marked by stronger 
pheromone concentrations. This behavior is the basis for a 
cooperative interaction. It gives the distinction described in 
Fig. 4. 
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Fig. 4 T0 illustrate of how real ants can lead to identify the shortest 
path around an obstacle. Figure from [26] 

 
In this paper, the general adaptive ACO algorithm is 

basically the ACS [26], is applied to solve the scheduling 
problem in grid environment. Four main key terms of ACO 
algorithm are listed and defined below: 

The expected time complete (ETC) is defined as the amount 
of time that the job is processed at a machine, and it has no 
load to the assigned job. Where the complete time (CT) is 
defined as the wall clock time, which machine completes for 
each job. Then, CTij = aj + rj + ETCij, where aj is arrival time 
of a job jth, rj is a release time of a job jth and i is a machine 
ith.  

The main important of ACO algorithm is to utilize the 
graph representation. Therefore, the design of the graph is to 
identify the problem to connect the arcs correspondent for 
each job on each machine.  

Let M be a set of machines {m1, m2, m3,.., mm} and let J be a 
set of jobs {j1, j2, j3, …, jn},  and n > m.   Therefore, the graph 
G = (M, {CTij}mxn). The problem is to find the optimal 
resources for the jobs. It can minimize the total tardiness time.  

Step 1: Pheromone initialization. Let the initial pheromone 

trail 0

,
1 1 1

1

.
m m n

i i j
i i jActual Expected

m T T

τ

= = =

=
⎛ ⎞⎛ ⎞
⎜ ⎟+ ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
∑ ∑ ∑

            (4) 

 

 where ,
1 1 1

m m n

i i j
i i jActual Expected

T T
= = =

⎛ ⎞
+ ⎜ ⎟

⎝ ⎠
∑ ∑ ∑  is the total current 

tardiness time by applying the dispatching rule of Minimum 
Completion time (MCT). 

1

m

i
i Actual

T
=
∑ is the actual tardiness time of jobs, which are 

already completed  on machine i, ,
1 1

m n

i j
i j Expected

T
= =

⎛ ⎞
⎜ ⎟
⎝ ⎠

∑ ∑ is the 

expected tardiness time of jobs, which are scheduled on 

machine i. 
Step 2: The State Transition Rule. A set of artificial ants is 

initially created. Each ant starts with unscheduled job in 
machine and then they build a job tour in machines until a 
feasible solution is constructed. For the next machine m to be 
scheduled from current machine i, the ant applies the rule as 
shown in Eq. (5)  

 
                                                                                       (5) 
 
 

 
where q is a random number uniformly distributed in [0, 1], 
and q0 is a parameter (0≤q0≤1), τ (i, u) is the associated 
pheromone trail with the assignment of job j to be scheduled 
at machine i to machine u, U  is the machines with no 
schedule jobs yet. The parameter q0 determines the relative 
importance of exploitation versus exploration. In the other 
hand, with probability q0 the ant makes the best possible move 
as marked by pheromone trails and the heuristic information. 
Hence, if q≤q0 the unscheduled job j with maximum value is 
scheduled at machine m, that is, a job j move from machine i 
to schedule at machine m. S is a random variable selected 
according to the probability distribution is implemented by 
Eq. (6)    
 

[ ( , )][ ( , )]
[ ( , )][ ( , )]( , )

0
u U

i m i m if m U
i u i up i m

otherwise

β

β

τ η
τ η

∈

⎧
∈⎪⎪= ⎨

⎪
⎪⎩

∑       (6) 

 
where η(i,m) is the heuristic desirability of assignment job j on 
machine i directly moves to m, is inversely proportional to the 
completion time of job that has been assigned on machine. 

Then, the formula follows as,
,

1( , )j
j j m j

i m
a r p

η =
+ +

, a is 

the arrival time that a job arrives to the system, r is the release 
time that a job use to start processing and p is the processing 
time of the job on the machine. 

Step 3: The Local Update Rule. While ants build a solution 
of the scheduling, they visit edges and change their 
pheromone level which is used immediately to locally update 
the rule. The local update rule reduces the convergence 
because ants choose new machine based on high pheromone 
level therefore, this machine becomes less desirable for the 
following ants, if the pheromone trail is reduced. Hence, this 
is achieved as shown by Eq. (7)  
                                                                                             

0( , ) (1 ). ( , ) .i j i jτ ρ τ ρ τ= − +                  (7)  
 

where ρ (0<ρ≤ 1), is the parameter.  
Step 4: The Global Update Rule. The global update rule is 

performed after each ant has completed their tour (a feasible 
solution) and only one ant that is the best solution found so 
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far, is allowed to deposit pheromone to the path after each 
iteration. Therefore, job j is assigned from machine i to 
machine m in the global best solution after each iteration, the 
formula as shown by Eq. (8) 

                                                                                                
( , ) (1 ). ( , ) . ( , )i m i m i mτ α τ α τ= − + Δ           (8) 

 
 
                                                           
                                                             , if (i,m)∈global-best-                                                           
                                                               solution    
                                                             , otherwise 
 
α(0< α ≤1) is the parameter and represents the pheromone 
evaporation.  
 

 
Fig. 5 The ACO implemenation 

V. EXPERIMENT AND RESULTS 
The experimental simulation is designed and implemented 

based on grid simulation architecture described in section III. 
The experiment is performed on Intel Pentium 4 2.6 GHz 
machine with 640 MB RAM. Different computational 
workloads are tested on the experiment as is shown in Table 
II, and the different resource is shown in Table III. 
 

TABLE II 
JOBS WORKLOAD ATTRIBUTES 

Parameters Values Notations 
Total number of job 3,000  
Length of a job 1,000 – 5,000 Million 

Instructions (MI) 
Arrival time 
distribution 

1 – 20,000 Uniform 
distribution 

Number of CPUs 
requirement 

1-4 CPUs Processing 
Elements (PEs) 

 
 
 
 
 

TABLE III 
THE GRID RESOURCES ATTRIBUTED 

Parameters Values Notations 
Total number of 
resource 

10 - 20 machines 

Speed of CPU 50 - 200 Million 
instructions per 
second (MIPS) 

bandwidth 10 Mbit 
Number of CPUs 
each machine 

1-4 CPUs Processing 
Elements (PEs) 

 
The different data sets are generated into 20 types and the 

result is averaged from it. The ACO algorithm parameters 
values as shown in the following Table IV: 

 
TABLE IV 

THE ANT PARAMETERS VALUES 

 
In Fig. 6, shows the results of comparison between FCFS, 

MTEDD, MTERD and ACO algorithms. The results show 
that the tardiness time based on the number of available 
machines in the grid system. Although the MTEDD algorithm 
is good when is compared with the basic algorithms but it still 
has not good enough when compares with an Ant Colony 
Optimization (ACO) algorithm. As the results stated ACO 
able to perform the optimal scheduling job. Besides, the ACO 
accounts for less than 17%of the total tardiness time in the 
average when it is compared with the other scheduler 
algorithms.  

On the other hand as shown in Fig. 7, an ACO algorithm 
performs much slower than the other scheduler algorithms. 
The reason for that ACO calculates several times for searching 
the optimal resource that is assigned to process the job. Hence, 
the calculation time of scheduling consumes more resources. 
Therefore, the results show FCFS algorithm is much faster 
than the others. 

VI. CONCLUSION 
This paper investigates the job scheduling algorithm in grid 

environments as an optimization problem. The proposal is a 
cost model for modeling schedule lengths in grid computing 
in term of minimizing tardiness time. The algorithm is 
developed based on an Ant Colony Optimization to find a 
proper resource allocation on each processing job. The 
algorithm can find an optimal processor for each machine to 
allocate to a job that minimizes the tardiness time of a job 
when the job is scheduled in the system. 

 
 
 
 
 

 

α β Ρ ants q0 
0.1 2.0 0.1 30 0.8 

where 
1(min( ))

( , )
0

gb
all M

T
i mτ
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In the study, the algorithm is designed and compared to 
different grid environments. Moreover, comparison of the 
experiments of minimizing the maximal lateness is evaluated 
and that means the demand of the grid users tries to have the 
latency of each job as small as possible. The results show that 
an Ant Colony Optimization algorithm is the best average-
case of the tardiness time. It is also observed that the different 
performance and number of machines do have significant 
impact on schedule lengths. 

 
 

 
 
 
 

VII.  FUTURE WORK 
The future work will focus on extension of the grid 

environment addition to the job migrations, the different 
characteristic of grid domain, network topology and also the 
job workflow. Moreover, the plan to implement and evaluate 
the different cost measures such as make-span time, Grid 
Efficiency and job error ratio.  
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Fig. 6 Total tardiness time of dynamic job scheduling in grid computing 
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Fig. 7 Total scheduling time of dynamic job scheduling in grid computing 
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