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Abstract—This paper describes a method to improve the 

robustness of a face recognition system based on the combination of 
two compensating classifiers. The face images are preprocessed by the 
appearance-based statistical approaches such as Principal Component 
Analysis (PCA) and Linear Discriminant Analysis (LDA). LDA 
features of the face image are taken as the input of the Radial Basis 
Function Network (RBFN). The proposed approach has been tested on 
the ORL database. The experimental results show that the 
LDA+RBFN algorithm has achieved a recognition rate of 93.5%. 
 

Keywords—Face recognition, linear discriminant analysis, radial 
basis function network.  

I. INTRODUCTION 
ACE recognition has drawn considerable interest and 
attention from many researchers in the pattern recognition 

field for the last two decades. The recognition of faces is very 
important because of its potential commercial applications, 
such as in the area of video surveillance, access control systems, 
retrieval of an identity from a data base for criminal 
investigations and user authentication. 

One of typical procedures can be described for video- 
surveillance applications. A system that automatically 
recognizes a face in a video stream first detects the location of 
face and normalizes it with respect to the pose, lighting and 
scale. Then, the system tries to extract some pertinent features 
and to associate the face to one or more faces stored in its 
database, and gives the set of faces that are considered as 
nearest to the detected face. Usually, each of these stages for 
detection, normalization, feature extraction and recognition is 
so complex that it must be studied separately [1]. 

Although there are a number of face recognition algorithms 
which work well in constrained environments, face recognition 
is still an open and very challenging problem in real 
applications. Many problems arise because of the variability of 
many parameters: face expression, pose, scale, lighting, and 
other environmental parameters [2], [3]. 

Among face recognition algorithms, appearance-based 
approaches have been successfully developed and tested as a 
reference. These approaches utilize the pixel intensity or 
intensity-derived features. Because of these characteristics, 
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these methods may not perform well when the test face data is 
significantly different from the training face data, due to 
variations in pose, illumination and expression. While a robust 
classifier could be designed to handle any one of these 
variations, it is extremely difficult for an approach to deal with 
all of these variations. Each individual classifier has different 
performance to different variations in the environmental 
parameters. This situation suggests that different classifiers 
contribute complementary information to the classification task 
[4]. Therefore, it is expected that combined classifiers which 
integrate different information sources and various face 
features are likely to improve the overall system performance.  

A face appearance in a computer is considered as a map of 
pixels of different gray levels. Thus in order to recognize an 
individual using face image it has to represent a human face in 
an intelligent way, that is, to represent a face image as a feature 
vector of reasonably low dimension and high discriminating 
power. Developing this representation is one of main 
challenges for this face recognition problem [5].  

In face recognition, the 2-dimensional face image is 
considered as a vector, by concatenating each row or column of 
the image. That is, we usually represent an image of 
size qp × pixels by a vector in a qp. dimensional space. In 
practice, however, these ).( qp -dimensional spaces are too 
large to allow robust and fast object recognition. A common 
way to attempt to resolve this problem is to use dimensionality 
reduction techniques [6]. Two of the most popular techniques 
for this purpose are: Principal Components Analysis (PCA) and 
Linear Discriminant Analysis (LDA). 

In PCA and LDA approaches, each classifier has its own 
representation of the basis vectors of a high dimensional face 
vector space. By projecting the face vector to the basis vectors, 
the projection coefficients are used as the feature representation 
of each face images [4]-[7]. This feature representation vectors 
are then used to train the weighting factors in the combined 
neural networks. 

Recently neural networks have been employed and 
compared to conventional classifiers for a number of 
classification problems. The neural network method is capable 
of rapid classification. A feedforward multi-layer neural 
networks (MLNN) is used as a classifier instead of the classical 
mean square error classifier. 

A Radial Basis Function (RBF) network is a two layer 
network that has different types of neurons in the hidden layer 
and the output layer. The RBF network performs similar 
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function mapping with the MLNN, however its structure and 
function is much different. A RBF is a local network that is 
trained in a supervised manner. This contrasts with a MLNN 
that is a global network. The distinction between local and 
global is made through the extent of input surface covered by 
the function approximation. An MLNN performs a global 
mapping, meaning all inputs cause an output, while an RBF 
performs a local mapping, meaning only inputs near a receptive 
field produce an activation [8]-[11]. 

In this work, we propose an algorithm for face recognition 
based on the combination of multiple classifiers for improving 
the performance of the best individual one. The face 
recognition system that we propose consists of two main 
stages: First, the feature extraction and dimension reduction 
techniques such as PCA or LDA are applied to the input face 
image.  Then classification techniques such as RBFN are 
applied to the produced feature vectors. 

This paper is structured as follows. In section 2 we briefly 
describe the PCA and LDA as a preprocessing technique. In 
section 3 we describe neural networks as classifiers. In section 
4 we present experimental results and in section 5 we draw 
some preliminary conclusions and we point out further 
investigations.  

II. PREPROCESSING WITH PCA AND LDA 

A. PCA Processing 
Principal Components Analysis (PCA) technique is used for 

dimensionality reduction to find the vectors which best account 
for the distribution of face images within the entire image 
space. The basic approach is to compute the eigenvectors of the 
covariance matrix of the training data, and approximate the 
original data by a linear combination of the leading 
eigenvectors. These vectors define the subspace of face images 
and the subspace is called eigenface space. All faces in the 
training set are projected onto the eigenface space to find a set 
of weights that describes the contribution of each vector in the 
eigenface space.  

The key procedure in PCA is based on Karhumen-Loeve 
transformation. It is an orthogonal linear transform of the signal 
that concentrates the maximum information of the signal with 
the maximum number of parameters using the minimum square 
error.  

By using PCA procedure, the test image can be identified by 
first, projecting the image onto the eigenface space to obtain the 
corresponding set of weights, and then comparing with the set 
of weights of the faces in the training set. The distance measure 
used in the matching could be a simple Euclidean, or a 
weighted Euclidean distance.  The problem of low-dimensional 
feature representation can be stated as follows [1], [4]: 

Let ),...,,...,,( 21 Ni xxxxX =  represent the Nn × data 

matrix, where each ix  is a face vector of dimension n , 
concatenated from a qp × face image. Here n ( qp.= ) 
represents the total number of pixels in the face image and N  

is the number of face images in the training set. The PCA can be 
considered as a linear transformation (1) from the original 
image vector to a projection feature vector, i.e.,        

XWY T=                                           (1) 

where Y is the Nm × feature vector matrix, m  is the 
dimension of the feature vector,  and  transformation matrix 
W is an mn ×  transformation matrix whose columns are the 

eigenvectors corresponding to the m  largest eigenvalues 
computed according to the formula:  

                                  ii See =λ .                                                 (2) 

Here the total scatter matrix S  and mean image of all 
samples are defined as  
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After applying the linear transformation TW ,  the scatter of 
the transformed feature vectors { },...,, 21 Nyyy  is SWW T .  In 
PCA, the projection optW is chosen to maximize the 

determinant of the total scatter matrix of the projected samples, 
i.e.,  

SWWW T

Wopt maxarg=  

      [ ]mwww ...21=                              (4) 

where { }miwi ,...,2,1=  is the set of n -dimensional 

eigenvectors of S  corresponding to the m  largest 
eigenvalues. In other words, the input vector (face) in an 
n -dimensional space is reduced to a feature vector in an 
m -dimensional subspace.  We can see that the dimension of 
the reduced feature vector m  is much less than the dimension 
of the input face vector n . 

    Some authors [8] presented that a drawback of this 
approach is that the scatter being maximized is due not only to 
the between-class scatter that is useful for classification, but 
also to the within-class scatter that is due to unwanted 
illumination changes. Thus if PCA is presented with images of 
faces under varying illumination, the projection matrix 

optW will contain principal components which retain the 

variation due lighting in the projected feature space.  

B. LDA Processing 
The goal of the Linear Discriminant Analysis (LDA) is to 

find an efficient way to represent the face vector space. PCA 
constructs the face space using the whole face training data as a 
whole, and not using the face class information.  On the other 
hand, LDA uses class specific information which best 
discriminates among classes. LDA produces an optimal linear 
discriminant function which maps the input into the 
classification space in which the class identification of this 
sample is decided based on some metric such as Euclidean 
distance. LDA takes into account the different variables of an 
object and works out which group the object most likely 
belongs to. 
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Exploiting the class information can be helpful to the 
identification tasks, whether or not two or more groups are 
significantly different from each other with respect to the mean 
of particular variables. By defining different classes with 
different statistics, the images in the trainning set are divided 
into the corresponding classes[3]-[8]. 

The principle of the LDA algorithm is described in many 
papers[1-8], however their descriptions are so much similar in 
their algorithms. The algorithm employed here is mainly based 
on [8]. 

Let a training set of N  face images represent c  different 
subjects. The face images in the training set are 
two-dimensional intensity arrays, represented as a vectors of 
dimension n . Different instances of the same person are 
defined to belong to the same class while faces of different 
subjects should belong to different classes. LDA selects W  in 
(5) in such a way that the ratio of the between-class scatter and 
the within-class scatter is maximized:  

i
T

i yWz = .                                        (5) 

Assuming that WS is non-singular, the basis vectors in 

W correspond to the first l  eigenvectors with the largest 
eigenvalues of BW SS 1− .  Here BS  is the between-class scatter 

matrix and WS  is the within-class scatter matrix, of the 
training image set, defined as 

∑ ∑
= ∈

−−=
c

i

T
ikik

Yy
W yyS

ik1
))(( µµ ,  ∑

=

=
iN

k
k

i
i y

N 1

1µ     (6) 

∑
=

−−=
c

i

T
iiiB NS

1
))(( µµµµ .                    (7) 

In the above expression, iN is the number of training samples 

in class iY , c  is the number of distinct classes, iµ  is the mean 

vector of samples belonging to class iY , ky  represents the 

samples belonging to class iY . The optimal projection 
optW  is 

chosen as,  

WSW
WSWW

W
T

B
T

W
opt maxarg=  

[ ]mwww ...21=                              (8) 
where { }liwi ,...,2,1=  is the set of generalized eigenvector 

of BS  and WS  corresponding to the  largest generalized 
eigenvalues{ }lii ,...,2,1=λ , i.e.,  

iWiiB wSwS λ= ,  li ,...,2,1=                    (9) 
If we assume that the number of classes is c ,  then there are 

at most 1−c nonzero generalized eigenvalues, and so an upper 
bound on l  is 1−c . The l -dimensional representation is then 
obtained by projecting the original face images onto the 
subspace spanned by the l  eigenvectors.  The representation 

iz  should enhance the separability of the different face objects 

under consideration. 
In most practical face recognition problem, the within-class 

scatter matrix WS  is singular because of the rank of WS  is at 
most cN − . In practical problems, N , the number of images 
in the training set is much smaller than n , the number of pixels 
in each image.  This problem can be avoided by projecting the 
image set to a lower dimensional space so that the resulting WS  
is nonsingular.  This is first achieved by using PCA to reduce 
the dimension of the feature space to cN − , and then applying 
the standard LDA to reduce the dimension to 1−c [6],[8]. 

LDA transformation is strongly dependent on the number of 
classes, the number of samples, and the original space 
dimensionality.  

III. RADIAL BASIS FUNCTION NETWORKS 
The Radial Basis Function (RBF) networks performs similar 

function mapping with the multi-layer neural network, however 
its structure and function are much different. A RBF is a local 
network that is trained in a supervised manner. This contrast 
with a MLNN is a global network. The distinction between 
local and global is made through the extent of input surface 
covered by the function approximation. RBF performs a local 
mapping, meaning only inputs near a receptive field produce an 
activation [10],[11].  

Note that some of the symbols used in this section may not be 
identical to those used in the above sections. 

A typical RBF neural network structure is shown in Fig. 1. 
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Fig. 1 RBF network structure 
 
The input layer of this network is a set of n  units, which 

accept the elements of an n -dimensional input feature vector. 
n  elements of the input vector nx is input to the l  hidden 
function, the output of the hidden function, which is multiplied 
by the weighting factor ijw , is input to the output layer of the 

network ).(xy j  

For each RBF unit k , lk ,...,3,2,1= ,  the center is 
selected as the mean value of the sample patterns belong to 
class k , i.e.,  

∑
=

=
kN

i

i
k

k
k x
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1µ ,   mk ,...,3,2,1=                (10) 

where i
kx is the eigenvector of the i th image in the class k , 
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and kN is the total number of trained images in class k . For 

any class k ,  the Euclidean distance kd  from the mean value 

kµ to the farthest sample pattern f
kx  belong to class k : 

k
f

k
f

k xd µ−= ,      mk ,...,2,1=              (11) 

Only the neurons in the bounded distance of kd  in RBF are 
activated, and from them the optimized output is found 

Since the RBF neural network is a class of neural networks, 
the activation function of the hidden units is determined by the 
distance between the input vector and a prototype vector. 
Typically the activation function of the RBF units(hidden layer 
unit) is chosen as a Gaussian function with mean vector iµ and 

variance vector iσ as follows[10],[11]: 

⎥
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where  |||| ⋅  indicates the Euclidean norm on the input space.  

Note that x  is an n -dimensional input feature vector, iµ  is 

an n -dimensional vector called the center of the RBF unit, iσ  

is the width of the i th RBF unit and l  is the number of the 
RBF units.  The response of the j th output unit for input x  is 
given as: 

∑
=

=
l

i
ijij wxhxy

1
)()(                                     (13) 

where ijw  is the connection weight of the i -th RBF unit to 

the j -th output node. 
For designing a RBF neural network classifier, the number 

of the input data ix is equal to the number of the feature vector 
elements, which is produced by the LDA process, and the 
number of the output is equal to the number of the class number 
in the training face image database. 

The learning algorithm for radial basis function network is 
implemented in two phases.  During the first phase of learning, 
the numbers of radial basis functions and their mean and 
standard deviation values are obtained.  During the second 
phase of learning, weights connecting layers L1 and L2 are 
determined via a gradient descent or a least-square method.  

The learning algorithm using the gradient descent method is 
as follows[13],[14]: 

1. Initialize ijw  with small random values, and define the 

radial basis function jh , using the mean jµ , and standard 

deviation jσ . 

2. Obtain the output vectors  h   and y  using  (12) and (13). 

3. Calculate jiiij hytw )( −=∆ α .  

where α is a constant, it  is the target output, and  io  is the 
actual output. 

4. Update the weights ijijij wkwkw ∆+=+ )()1( .                

5.  Calculate  the mean square error ∑
=

−=
m

i
ii ytE

1

2)(
2
1

 

6. Repeat steps 2-5 until minEE ≤ . 
7. Repeat steps 2-6 for all training samples. 
The output layer is a layer of standard linear neurons and 

performs a linear transformation of the hidden node outputs.  
This layer is equivalent to a linear output layer in a MLNN, but 
the weights are usually solved for using a gradient descent 
algorithm.  The output layer may, or may not, contain biases; 
the examples in this supplement do not use biases. 

Receptive fields center on areas of the input space where 
input vectors lie, and serve to cluster similar input vectors.  If 
an input vector (x) lies near the center of a receptive field (µ), 
then that hidden node will be activated.  If an input vector lies 
between two receptive field centers, but inside the receptive 
field width (σ) then the hidden nodes will both be partially 
activated.  When input vectors that lie far from all receptive 
fields there is no hidden layer activation and the RBF output is 
equal to the output layer bias values [15].   

A RBF is a local network that is trained in a supervised 
manner.  This contrasts with a MLNN network that is a global 
network.  The distinction between local and global is the made 
though the extent of input surface covered by the function 
approximation.  An MLNN performs a global mapping, 
meaning all inputs cause an output, while an RBF performs a 
local mapping, meaning only inputs near a receptive field 
produce an activation. 

The following Fig. 2 shows the flow of LDA+RBF 
algorithm. 

 

 
 

Fig. 2 The flow of LDA+RBF algorithm 

IV. EXPERIMENTS 
Our experiments were performed on the ORL database, 

which contains 400 face images of 40 individuals. In our 
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experiments, a total of 200 images were randomly selected as 
the training set.  That is, since each class has 10 images, five of 
them are selected as the training images, and the other five as 
the testing images. The methods used are LDA, and RBF with 
LDA. The original images are preprocessed using histogram 
equalization before they are applied to the PCA process. 

The table 1 shows the performance of two different 
algorithms applied to the face recognition. The recognition rate 
for the LDA+MLNN shows a better recognition rate. However 
this does not mean that this method is always better than that of 
LDA only.  

TABLE I 
RECOGNITION RATE OF THE LDA+ MLNN AND LDA+RBF 

V. CONCLUSION 
This paper presented the results of the performance test of 

face recognition algorithms on the ORL database. The well 
known PCA algorithm is first tried as a preprocessing step. The 
next processing step was by LDA algorithm. This LDA was 
known as a more robust algorithm for the illumination variance. 
Finally LDA+RBF algorithm has been tested. The performance 
was by LDA+RBF resulted in 93.5% recognition rate. The 
introduction of RBF enhances the classification performance 
and provides relatively robust performance for the variation of 
light. To compare the performance of the LDA and LDA+RBF, 
more experiments on the various databases should be 
performed on diverse environments.  
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Method LDA LDA+RBF 
Error(#of images) 13 11 
Unrecognizable 
 images • • 

Recognition rate 
(Recog./Try) 

92.35% 
(157/170) 
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(159/170) 


