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#### Abstract

In this paper, we propose a direct method based on the real Schur factorization for solving the projected Sylvester equation with relatively small size. The algebraic formula of the solution of the projected continuous-time Sylvester equation is presented. The computational cost of the direct method is estimated. Numerical experiments show that this direct method has high accuracy.
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## I. Introduction

IN this paper we study the numerical solution of the projected continuous-time Sylvester equation of the form

$$
\left\{\begin{array}{l}
A X+X B+P_{r} C=0,  \tag{1}\\
X=P_{r} X,
\end{array}\right.
$$

where $A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{m \times m}$ and $C \in \mathbb{R}^{n \times m}$ are given matrices, and $X \in \mathbb{R}^{n \times m}$ is the solution matrix sought. Here, $A$ is a singular matrix and $P_{r}$ is the spectral projector onto the right invariant subspace corresponding to the non-zero eigenvalues of the matrix $A$.

It is well known that the projected generalized continuoustime Lyapunov equations play an important role in stability analysis and control design problems for descriptor systems including the characterization of controllability and observability properties, balanced truncation model order reduction, determining the minimal and balanced realizations as well as computing $H_{2}$ and Hankel norms; see [1], [14], [22], [24], [29], [32] and the references therein. Recently, a new iterative method for solving the projected generalized continuous-time Lyapunov equations has been proposed in [3]. At each iterative step of this method, one needs to solve (1), see [3] for details.

During the past four decades, a number of numerical solution methods have been proposed for standard Lyapunov or Sylvester equations with $P_{r}=I$. Three classical direct methods are the Bartels-Stewart method [4], [28], the Hessenberg-Schur method [9], and the Hammarling method [13], [19]. These methods need to compute the real Schur
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forms of the coefficient matrices by means of the QR algorithm [10], and require $\mathcal{O}\left(n^{3}\right)$ operations and $\mathcal{O}\left(n^{2}\right)$ memory. Besides direct methods, we mention, among several iterative methods, the Smith method [27], the alternating direction implicit iteration (ADI) method [33], [21], the $\operatorname{Smith}(l)$ method [23], the modified low-rank Smith method [12], the Cholesky factor-alternating direction implicit (CF-ADI) method [20], and the matrix sign function method [5], [6], [7]. The matrix sign function method are appropriate for problems with the coefficient matrices dense and stable. There are also several other approaches to solve large-scale Lyapunov and Sylvester equations using Krylov subspace methods, see, for example, [2], [11], [15], [16], [17], [18], [25]. The ADI methods and Krylov subspace based methods are much suited for largescale Lyapunov and Sylvester equations with sparse coefficient matrices.

In this paper, firstly, we make a detailed deduction for the algebraic expression of the solution of the projected continuoustime Sylvester equation (1) by exploiting the real Schur decomposition. Then, we propose a direct method for solving the projected equation. Since the real Schur decomposition is needed in the proposed method, it makes the direct method only applicable to problems with medium or relatively small size. We remark that to our knowledge, the method proposed in this paper is the unique direct solver for this projected equation.
Throughout this paper, we adopt the following notations. $I$ denotes the identity matrix, 0 denotes the zero vector or zero matrix. The dimensions of these vectors and matrices are conformed with dimensions used in the context. The space of $m \times n$ real matrices are denoted by $\mathbb{R}^{m \times n}$. The Frobenius matrix norm is denoted by $\|\cdot\|_{F}$. The superscript ". $T$ " denotes the transposition of a vector or a matrix and $A^{-1}$ is the inverse of nonsingular matrix $A$. The spectrum of $A$ is denoted by $\sigma(A)$. We shall also adopt MATLAB-like convention to access the entries of vectors and matrices. The set of integers from $i$ to $j$ inclusive is denoted by $i: j$. $X$ 's submatrices $X(k: l, i: j)$, $X(k: l,:)$ and $X(:, i: j)$ consist of intersections of row $k$ to row $l$ and column $i$ to column $j$, row $k$ to row $l$, and column $i$ to column $j$, respectively
The remainder of the paper is organized as follows. In Section 2, we first present the algebraic formula of the solution of the projected continuous-time Sylvester equation. Then, a direct method based on the real Schur factorization is proposed. The details of implementation are also included. Section 3 is devoted to some numerical tests. Some concluding remarks are given in the last section.

## II. The Schur method

Let the real Schur decompositions [10] of $A$ and $B$ be

$$
A=U\left[\begin{array}{cc}
J_{A} & G_{A}  \tag{2}\\
0 & N_{A}
\end{array}\right] U^{T}, \quad B=V\left[\begin{array}{cc}
J_{B} & G_{B} \\
0 & N_{B}
\end{array}\right] V^{T}
$$

where $U \in \mathbb{R}^{n \times n}$ and $V \in \mathbb{R}^{m \times m}$ are orthogonal matrices. $J_{A} \in \mathbb{R}^{n_{1} \times n_{1}}$ and $J_{B} \in \mathbb{R}^{m_{1} \times m_{1}}$ are upper quasi-triangular matrices and correspond to the non-zero eigenvalues of $A$ and $B$, respectively, while $N_{A}$ and $N_{B}$ being upper triangular correspond to the zero eigenvalues of $A$ and $B$, respectively. We shall always assume that $\sigma\left(J_{A}\right) \cap \sigma\left(-J_{B}\right)=\emptyset$.

To utilize the real Schur decomposition (2) to solve the projected Sylvester equation (1), it is necessary to block diagonalize the matrix $A$. It can be implemented by solving the following Sylvester equation

$$
\begin{equation*}
J_{A} Y-Y N_{A}-G_{A}=0 \tag{3}
\end{equation*}
$$

Note that $J_{A}$ corresponds to the non-zero eigenvalues of $A$ while $N_{A}$ corresponds to the zero eigenvalues of $A$, the Sylvester equation (3) always has a unique solution $Y$ for every $G_{A}$, see [8] for more theoretical results.

It follows from (2) that $A$ can be written in factored form as follows:

$$
\begin{aligned}
A & =U\left[\begin{array}{cc}
I & -Y \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
J_{A} & 0 \\
0 & N_{A}
\end{array}\right]\left[\begin{array}{cc}
I & Y \\
0 & I
\end{array}\right] U^{T} \\
& =T\left[\begin{array}{cc}
J_{A} & 0 \\
0 & N_{A}
\end{array}\right] T^{-1}
\end{aligned}
$$

where the nonsingular matrix $T$ is defined by

$$
T=U\left[\begin{array}{cc}
I & -Y \\
0 & I
\end{array}\right]
$$

Then the spectral projector onto the right invariant subspace corresponding to the non-zero eigenvalues of $A$ can be expressed by

$$
P_{r}=T\left[\begin{array}{ll}
I & 0  \tag{4}\\
0 & 0
\end{array}\right] T^{-1}=U\left[\begin{array}{cc}
I & Y \\
0 & 0
\end{array}\right] U^{T}
$$

By making use of the decompositions (2) and (4), we can reformulate $A X+X B+P_{r} C$ as

$$
\begin{align*}
A X+X B+P_{r} C= & U\left[\begin{array}{cc}
J_{A} & G_{A} \\
0 & N_{A}
\end{array}\right] U^{T} X \\
& +X V\left[\begin{array}{cc}
J_{B} & G_{B} \\
0 & N_{B}
\end{array}\right] V^{T} \\
& +U\left[\begin{array}{cc}
I & Y \\
0 & 0
\end{array}\right] U^{T} C \tag{5}
\end{align*}
$$

Define $\widehat{X}=U^{T} X V$ and $\widehat{C}=U^{T} C V$, and partition $\widehat{X}$ and $\widehat{C}$ appropriately as

$$
\widehat{X}=\left[\begin{array}{ll}
\widehat{X}_{11} & \widehat{X}_{12} \\
\widehat{X}_{21} & \widehat{X}_{22}
\end{array}\right], \quad \widehat{C}=\left[\begin{array}{ll}
\widehat{C}_{11} & \widehat{C}_{12} \\
\widehat{C}_{21} & \widehat{C}_{22}
\end{array}\right]
$$

By (5), the first equation of (1) is equivalent to

$$
\begin{aligned}
& {\left[\begin{array}{cc}
J_{A} & G_{A} \\
0 & N_{A}
\end{array}\right]\left[\begin{array}{cc}
\widehat{X}_{11} & \widehat{X}_{12} \\
\widehat{X}_{21} & \widehat{X}_{22}
\end{array}\right] } \\
+ & {\left[\begin{array}{cc}
\widehat{X}_{11} & \widehat{X}_{12} \\
\widehat{X}_{21} & \widehat{X}_{22}
\end{array}\right]\left[\begin{array}{cc}
J_{B} & G_{B} \\
0 & N_{B}
\end{array}\right] } \\
+ & {\left[\begin{array}{ll}
I & Y \\
0 & 0
\end{array}\right]\left[\begin{array}{cc}
\widehat{C}_{11} & \widehat{C}_{12} \\
\widehat{C}_{21} & \widehat{C}_{22}
\end{array}\right]=0 }
\end{aligned}
$$

Then a simple calculation gives that

$$
\begin{aligned}
& {\left[\begin{array}{cc}
J_{A} \widehat{X}_{11}+G_{A} \widehat{X}_{21} & J_{A} \widehat{X}_{12}+G_{A} \widehat{X}_{22} \\
N_{A} \widehat{X}_{21} & N_{A} \widehat{X}_{22}
\end{array}\right] } \\
+ & {\left[\begin{array}{cc}
\widehat{X}_{11} J_{B} & \widehat{X}_{11} G_{B}+\widehat{X}_{12} N_{B} \\
\widehat{X}_{21} J_{B} & \widehat{X}_{21} G_{B}+\widehat{X}_{22} N_{B}
\end{array}\right] } \\
+ & {\left[\begin{array}{cc}
\widehat{C}_{11}+Y \widehat{C}_{21} & \widehat{C}_{12}+Y \widehat{C}_{22} \\
0 & 0
\end{array}\right]=0 }
\end{aligned}
$$

which is equivalent to the following four equations:

$$
\begin{gather*}
J_{A} \widehat{X}_{11}+G_{A} \widehat{X}_{21}+\widehat{X}_{11} J_{B}+\widehat{C}_{11}+Y \widehat{C}_{21}=0  \tag{6}\\
J_{A} \widehat{X}_{12}+G_{A} \widehat{X}_{22}+\widehat{X}_{11} G_{B}+\widehat{X}_{12} N_{B}+\widehat{C}_{12}+Y \widehat{C}_{22}=0  \tag{7}\\
N_{A} \widehat{X}_{21}+\widehat{X}_{21} J_{B}=0  \tag{8}\\
N_{A} \widehat{X}_{22}+\widehat{X}_{21} G_{B}+\widehat{X}_{22} N_{B}=0 \tag{9}
\end{gather*}
$$

Equation (8) is a standard continuous-time Sylvester equation. Since the spectrum of $N_{A}$ and $-J_{B}$ are disjoint, (8) has a unique solution $\widehat{X}_{21}=0$, see [8].

By $\widehat{X}_{21}=0$, (6), (7) and (9) are simplified as

$$
\begin{gather*}
J_{A} \widehat{X}_{11}+\widehat{X}_{11} J_{B}+\widehat{C}_{11}+Y \widehat{C}_{21}=0  \tag{10}\\
J_{A} \widehat{X}_{12}+G_{A} \widehat{X}_{22}+\widehat{X}_{11} G_{B}+\widehat{X}_{12} N_{B}+\widehat{C}_{12}+Y \widehat{C}_{22}=0  \tag{11}\\
N_{A} \widehat{X}_{22}+\widehat{X}_{22} N_{B}=0 \tag{12}
\end{gather*}
$$

Equation (10) is also a standard continuous-time Sylvester equation and, has a unique solution $\widehat{X}_{11}$ since $\sigma\left(J_{A}\right) \cap$ $\sigma\left(-J_{B}\right)=\emptyset$. Clearly, Equation (12) have many solutions including $\widehat{X}_{22}=0$.

By utilizing the expression of $P_{r}$ defined by (4), the second equation of (1) can be rewritten as

$$
X=P_{r} X=U\left[\begin{array}{ll}
I & Y  \tag{13}\\
0 & 0
\end{array}\right] U^{T} X
$$

Multiply (13) from the left by $U^{T}$ and multiply it from the right by $V$ to obtain

$$
\begin{aligned}
{\left[\begin{array}{ll}
\widehat{X}_{11} & \widehat{X}_{12} \\
\widehat{X}_{21} & \widehat{X}_{22}
\end{array}\right] } & =\left[\begin{array}{ll}
I & Y \\
0 & 0
\end{array}\right]\left[\begin{array}{cc}
\widehat{X}_{11} & \widehat{X}_{12} \\
\widehat{X}_{21} & \widehat{X}_{22}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\widehat{X}_{11}+Y \widehat{X}_{21} & \widehat{X}_{12}+Y \widehat{X}_{22} \\
0 & 0
\end{array}\right]
\end{aligned}
$$

which shows that

$$
\widehat{X}_{21}=0 \quad \text { and } \quad \widehat{X}_{22}=0
$$

By $\widehat{X}_{22}=0$, Equation (11) is simplified as

$$
\begin{equation*}
J_{A} \widehat{X}_{12}+\widehat{X}_{12} N_{B}+\left(\widehat{C}_{12}+Y \widehat{C}_{22}+\widehat{X}_{11} G_{B}\right)=0 \tag{14}
\end{equation*}
$$

Equation (14) is also a standard continuous-time Sylvester equation, and has a unique solution $\widehat{X}_{12}$ since $\sigma\left(J_{A}\right) \cap$ $\sigma\left(-N_{B}\right)=\emptyset$.

We may summarize these results in the following theorem on the unique solution of the projected continuous-time Sylvester equation (1).
Theorem 2.1: Assume that $\sigma\left(J_{A}\right) \cap \sigma\left(-J_{B}\right)=\emptyset$. Then the unique solution of the projected continuous-time Sylvester equation (1) can be formulated as

$$
X=U \widehat{X} V^{T}=U\left[\begin{array}{cc}
\widehat{X}_{11} & \widehat{X}_{12} \\
0 & 0
\end{array}\right] V^{T}
$$

where $\widehat{X}_{11}$ and $\widehat{X}_{12}$ are the unique solutions of the Sylvester equations (10) and (14), respectively.

The previous discussion also provides an approach for solving the projected continuous-time Sylvester equation (1). The corresponding algorithm is described as follows.

## Algorithm 2.1: The Schur method

Input: $A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{m \times m}$ and $C \in \mathbb{R}^{n \times m}$.
Output: $X \in \mathbb{R}^{n \times m}$ is the unique solution of (1).

1) Compute the real Schur factorizations (2) of the matrices $A$ and $B$, respectively.
2) Solve the Sylvester equation (3) to obtain $Y$.
3) Compute

$$
\widehat{C}=U^{T} C V=\left[\begin{array}{ll}
\widehat{C}_{11} & \widehat{C}_{12} \\
\widehat{C}_{21} & \widehat{C}_{22}
\end{array}\right]
$$

4) Solve the Sylvester equation (10) for $\widehat{X}_{11}$.
5) Solve the Sylvester equation (14) for $\widehat{X}_{12}$.
6) Form the solution

$$
X=U\left[\begin{array}{cc}
\widehat{X}_{11} & \widehat{X}_{12} \\
0 & 0
\end{array}\right] V^{T}
$$

About Algorithm 2.1, some remarks of implementation details are in order:

- At Step 1, we take use of the MATLAB function "schur.m" to compute the real Schur factorizations and adopt the MATLAB function "ordschur.m" to reorders the Schur factorization. It costs about $10 n^{3}$ and $10 m^{3}$ flops for computing the real Schur factorizations (2) of the matrices $A$ and $B$, respectively.
- At Step 2, the Sylvester equation (3) can be solved by the direct method, such as the Bartels-Stewart method [4]. This method is based on the Schur decomposition, by which the original equation is transformed into a form that is easy to be solved by a forward substitution. Since the coefficient matrices in (3) are already in the real Schur form. It requires only $2.5\left(n_{1}\left(n-n_{1}\right)^{2}+\left(n-n_{1}\right) n_{1}^{2}\right)=$ $2.5 n\left(n-n_{1}\right) n_{1}$ flops to solve (3).
- At Step 3 , one need about $2 n m(n+m-1)$ flops to compute $\widehat{C}$.
- At Step 4 , computing $\widehat{C}_{11}+Y \widehat{C}_{21}$ costs about $2 n_{1} m_{1}(n-$ $n_{1}$ ) flops and solving the Sylvester equations (10) by the Bartels-Stewart method costs about $2.5\left(n_{1} m_{1}^{2}+m_{1} n_{1}^{2}\right)$ flops.
- At Step 5 , it costs about $2 n_{1}\left(m-m_{1}\right)\left(n+m_{1}-n_{1}\right)$ flops for computing $\widehat{C}_{12}+Y \widehat{C}_{22}+\widehat{X}_{11} G_{B}$ and it costs about 2.5 $\left(n_{1}\left(m-m_{1}\right)^{2}+\left(m-m_{1}\right) n_{1}^{2}\right)$ flops for solving the Sylvester equations (14) by the Bartels-Stewart method.
- At Step 6, we only need to compute $U\left(1: n_{1}\right.$,: ) $\left[\begin{array}{ll}\widehat{X}_{11} & \widehat{X}_{12}\end{array}\right] V^{T}$ for forming the solution $X$. It requires $\left(2 n_{1}-1\right) n m+(2 m-1) n^{2}$ flops.
- When $n \approx m$ and $n_{1} \approx m_{1}$, the total cost of Algorithm 2.1 for solving the projected continuous-time Sylvester equation (1) is about $24 n^{3}+7 n_{1} n^{2}-5 n_{1}^{2}\left(n-n_{1}\right)$. Therefore, Algorithm 2.1 is applicable to problems of medium or relatively small size.


## III. Numerical experiments

In this section, we present two numerical examples to illustrate the performance of the Schur method for the projected Sylvester equation (1). To our knowledge, the Schur method proposed in this paper is the unique direct solver for this projected equation. So, we do not compare its performance with other methods. We only present the accuracy of the Schur method. The accuracy is depicted by the relative residual

$$
\frac{\left\|A X+X B+P_{r} C\right\|_{F}}{\left\|P_{r} C\right\|_{F}}
$$

where $X$ is the computed solution by the Schur method.
All numerical experiments are performed on a PC with the usual double precision, where the floating point relative accuracy is $2.22 \times 10^{-16}$.

Example 1. For the first experiment, we consider the 2D instationary Stokes equation that describes the flow of an incompressible fluid in a domain. The spatial discretization of this equation by the finite difference method on a uniform staggered grid leads to the descriptor system

$$
\begin{align*}
E \dot{x}(t) & =F x(t)+M_{1} u(t),  \tag{15}\\
y(t) & =K_{1} x(t) .
\end{align*}
$$

This example for the projected generalized Lyapunov equations was presented by Stykel, see [30], [31], [32] and the references therein. The matrix coefficients in (15) are given by
$E=\left[\begin{array}{cc}E_{11} & 0 \\ 0 & 0\end{array}\right] \in \mathbb{R}^{n \times n}, \quad F=\left[\begin{array}{cc}F_{11} & F_{12} \\ F_{21} & 0\end{array}\right] \in \mathbb{R}^{n \times n}$. Here, $F$ is nonsingular and the matrix $A$ in (1) is given by $A=$ $F^{-1} E$. Obviously, the matrix $A$ is singular. In this example, the state space dimensions of the descriptor system (15) is $n=442$.

We discretize the 2D instationary Stokes equation with $m=$ 308 to generate another descriptor system

$$
\begin{aligned}
G \dot{x}(t) & =H x(t)+M_{2} u(t) \\
y(t) & =K_{2} x(t) .
\end{aligned}
$$

Analogously, we can get the singular matrix $B=H^{-1} G$. Let $C$ be $442 \times 308$ random matrices. Elements of $C$ are chosen from a normal distribution with mean zero, variance one and standard deviation one.
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For this example, the relative residual of the solution computed by the Schur method is $6.16 \times 10^{-15}$

Example 2. For the second experiment, we consider a holonomically constrained damped mass-spring system with $g$ masses as in [31]. The $i$ th mass is connected to the $(i+1)$ th mass by a spring and a damper and also to the ground by another spring and damper. Moreover, the first mass is connected to the last one by a rigid bar and it can be influenced by a control. The vibration of this system is described by the descriptor system (15) with the matrices

$$
D_{1}=\left[\begin{array}{ccc}
I & 0 & 0 \\
0 & M_{1} & 0 \\
0 & 0 & 0
\end{array}\right], \quad F_{1}=\left[\begin{array}{ccc}
0 & I & 0 \\
K_{1} & H_{1} & -N_{1}^{T} \\
N_{1} & 0 & 0
\end{array}\right],
$$

where $M_{1} \in \mathbb{R}^{g \times g}$ is the symmetric positive definite mass matrix, $K_{1} \in \mathbb{R}^{g \times g}$ is the stiffness matrix, $H_{1} \in \mathbb{R}^{g \times g}$ is the damping matrix and $N_{1}$ is the matrix of constraints, see [26] for details. Here, $F_{1}$ is nonsingular and the matrix $A$ in (1) is given by $A=F_{1}^{-1} D_{1}$. It is obvious that $A$ is a singular matrix In this example, the state space dimensions of the problem is $n=501$.

We consider another holonomically constrained damped mass-spring system

$$
D_{2}=\left[\begin{array}{ccc}
I & 0 & 0 \\
0 & M_{2} & 0 \\
0 & 0 & 0
\end{array}\right], \quad F_{1}=\left[\begin{array}{ccc}
0 & I & 0 \\
K_{2} & H_{2} & -N_{2}^{T} \\
N_{2} & 0 & 0
\end{array}\right]
$$

to get the singular matrix $B=F_{2}^{-1} D_{2}$ with the state space dimensions $m=401$. Let $C$ be $501 \times 401$ random matrices. Elements of $C$ are chosen from a normal distribution with mean zero, variance one and standard deviation one.
For this example, the relative residual of the solution computed by the Schur method is $7.58 \times 10^{-15}$.

## IV. CONCLUSIONS AND FUTURE WORK

In this paper, we give out an algebraic formula of the solution of a projected continuous-time Sylvester equation, and propose a Schur method to compute its solution. Numerical experiments presented in this paper show the Schur method has high accuracy. Future work should include perturbation analysis of the projected continuous-time Sylvester equation, including the condition number and perturbation bounds.

## Acknowledgements

This work is supported by the National Natural Science Foundation of China under grant 10801048 and the Natural Science Foundation of Hunan Province under grant 09JJ6014.
[5] U. Baur and P. Benner, Factorized solution of Lyapunov equations based on hierarchical matrix arithmetic, Computing, 78(2006), 211-234
[6] P. Benner and E. S. Quintana-Ortí, Solving stable generalized Lyapunov equations with the matrix sign function, Numer. Algorithms, 20(1999), 75-100.
[7] P. Benner, E. S. Quintana-Ortí and G. Quintana-Ortí, Solving stable Sylvester equations via rational iterative schemes, J. Sci. Comput., 28(2006), 51-83.
[8] F. R. Gantmacher, Theory of Matrices, Chelsea, New York, 1959.
[9] G. H. Golub, S. Nash and C. Van Loan, A Hessenberg-Schur method for the problem $A X+X B=C$, IEEE Trans. Automat. Control, 24(1979), 909-913.
[10] G. H. Golub and C. F. Van Loan, Matrix Computations, 3rd edition, Johns Hoplins University Press, Baltimore, 1996
[11] A. El Guennouni, K. Jbilou and J. Riquet, Krylov subspace methods for solving large Sylvester equations, Numer. Algorithms, 29(2002), 75-96
12] S. Gugercin, D. C. Sorensen, and A. C. Antoulas, A modified low-rank Smith method for large-scale Lyapunov equations, Numer. Algorithms, 32(2003), 27-55.
[13] S. J. Hammarling, Numerical solution of the stable non-negative definite Lyapunov equation, IMA J. Numer. Anal., 2(1982), 303-323.
[14] U. Helmke and J. Moore, Optimization and Dynamical Systems, Springer, London, 1994.
15] D. Y. Hu and L. Reichel, Krylov-subspace methods for the Sylvester equation, Linear Algebra Appl., 172(1992), 283-313
[16] I. M. Jaimoukha and E. M. Kasenally, Krylov subspace methods for solving large Lyapunov equations, SIAM J. Numer. Anal., 31(1994), 227-251.
[17] K. Jbilou, A. Messaoudi and H. Sadok, Global FOM and GMRES algorithms for matrix equations, Appl. Numer. Math., 31(1999), 49-63.
[18] K. Jbilou and A. J. Riquet, Projection methods for large Lyapunov matrix equations, Linear Algebra Appl., 415(2006), 344-358.
[19] D. Kressner, Block variants of Hammarling's method for solving Lyapunov equations, ACM Trans. Math. Software, 34(2008), 1-15.
[20] J.-R. Li and J. White, Low rank solution of Lyapunov equations, SIAM J. Matrix Anal. Appl., 24(2002), 260-280.
[21] A. Lu and E. Wachspress, Solution of Lyapunov equations by alternating direction implicit iteration, Comput. Math. Appl., 21(1991), 43-58.
[22] V. Mehrmann, The Autonomous Linear Quadratic Control Problem, The ory and Numerical Solution, Lecture Notes in Control and Information Sciences, Vol. 163, Springer, Heidelberg, 1991.
[23] T. Penzl, A cyclic low-rank Smith method for large sparse Lyapunov equations, SIAM J. Sci. Comput., 21(2000), 1401-1418.
[24] P. Petkov, N. Christov and M. Konstantinov, Computational Methods for Linear Control Systems, Prentice-Hall, Hertfordshire, UK, 1991
[25] M. Robbe and M. Sadkane, A convergence analysis of GMRES and FOM methods for Sylvester equations, Numer. Algorithms, 30(2002), 71-84.
[26] R. Schüpphaus, Regelungstechnische Analyse und Synthese von Mehrk örpersystemen in Deskriptorform, Fortschritt- Berichte VDI, Reihe 8, Nr. 478. VDI Verlag, Düsseldorf, 1995.
[27] R. Smith, Matrix equation $X A+B X=C$, SIAM J. Appl. Math., 16(1968), 198-201.
[28] C. Sorensen and Y. Zhou, Direct methods for matrix Sylvester and Lyapunov equations, J. Appl. Math., 6(2003), 277-303.
29] T. Stykel, Gramian-based model reduction for descriptor systems, Math. Control Signals Systems, 16(2004), 297-319
[30] T. Stykel, Balanced truncation model reduction for semidiscretized Stokes equation, Linear Algebra Appl., 415(2006), 262-289
[31] T. Stykel, A modified matrix sign function method for projected Lyapunov equations, Systems Control Lett., 56(2007), 695-701.
[32] T. Stykel, Low-rank iterative methods for projected generalized Lya punov equations, Elect. Trans. Numer. Anal., 30(2008), 187-202.
[33] E. Wachspress, Iterative solution of the Lyapunov matrix equation, Appl Math. Lett., 107(1988), 87-90.

## References

[1] B. Anderson and J. Moore, Optimal Control-Linear Quadratic Methods, Prentice-Hall, Englewood Cliffs, NJ, 1990
[2] L. Bao, Y. Lin and Y. Wei, A new projection method for solving large Sylvester equations, Appl. Numer. Math., 57(2007), 521-532.
[3] L. Bao, Y. Lin, L. Zhou and Y. Wei, A new iterative method for solving projected generalized continuous-time Lyapunov equations, preprint
[4] R. H. Bartels and G. W. Stewart, Solution of the equation $A X+X B=$ C, Comm. ACM, 15(1972), 820-826.

