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Abstract—Purpose of this work is to develop an automatic 

classification system that could be useful for radiologists in the breast 
cancer investigation. The software has been designed in the 
framework of the MAGIC-5 collaboration.  

In an automatic classification system the suspicious regions with 
high probability to include a lesion are extracted from the image as 
regions of interest (ROIs). Each ROI is characterized by some 
features based generally on morphological lesion differences. A 
study in the space features representation is made and some 
classifiers are tested to distinguish the pathological regions from the 
healthy ones. 

The results provided in terms of sensitivity and specificity will be 
presented through the ROC (Receiver Operating Characteristic) 
curves. In particular the best performances are obtained with the 
Neural Networks in comparison with the K-Nearest Neighbours and 
the Support Vector Machine: The Radial Basis Function supply the 
best results with 0.89 ± 0.01 of area under ROC curve but similar 
results are obtained with the Probabilistic Neural Network and a 
Multi Layer Perceptron. 

. 
Keywords—Neural Networks, K-Nearest Neighbours, Support 

Vector Machine, Computer Aided Detection 

I. INTRODUCTION 
REAST cancer is reported as one of the first causes of         
women mortality [1] and an early diagnosis in 

asymptomatic women makes it possible to reduce the breast 
cancer mortality: in spite of a growing number of detected 
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cancers, the death rate for this pathology decreased during the 
last 10 years [2], thanks to the screening programs and the 
relative early diagnosis [3] which consist in a mammographic 
examination performed for 49-69 years old women. 
Mammography is widely recognized as the best imaging 
modality for the early detection of the abnormalities which 
indicate the breast cancer presence [4]; it is realized by screen-
film modality or, more recently, by digital detectors [5]-[7]. It 
has been estimated that radiologists involved in screening  
programs  fail to detect up to approximately 25% of the breast 
cancers visible on retrospective reviews; more this percentage 
increases if minimal signs are considered [8]-[10]. 

With the framework of the project MAGIC-5 (Medical 
Application on Grid Infrastructure Connection), a 
collaboration among Italian physicists and radiologists, it was 
possible to built a large  database of digitized mammographic 
images; all these images was used to develop a CAD ( 
Computer Aided Detection) for medical applications, such as 
breast cancer detection through mammographic images. This 
collaboration group has developed an integrated station that is 
available either to digitize the analogical images or to archive 
or to perform statistical analysis. Furthermore this prototype 
of station can represent also a very good system for 
mammographic educational programs. Using the whole 
database, several analysis can be performed by the MAGIC-5 
tools [11]-[12].  

The mammographic images (18x24 cm2, digitized by a 
CCD linear scanner with a 85 µm pitch and 4096 gray levels) 
are fully characterized: pathological ones have a consistent 
description which includes the radiological diagnosis and the 
histological data, while non pathological ones correspond to 
patients with a follow up of at least three years [11]. The goal 
is the automated analysis of masses lesions, i.e. the search for  
objects in the image, usually characterized by peculiar shapes. 
Some example of masses lesions are made in figure 1.  

 
In this paper a study of several representation of the dataset 

available is made. We report the results obtained with some 
classifiers based on Neural Network [13]-[14] like a Radial 
Basis Function, a Probabilistic Neural Network and a Multi 
Layer Perceptron in comparison with a K-Nearest Neighbours 
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Fig. 1 Three examples of masses lesions in the original digital 
mammograms; the only masses present are signed in green circle 

 
and a Support Vector Machine [15]-[23], used to select the 
pathological masses lesions from the region of interest (ROI). 

II. METHODS  
The CAD system here reported is an expert system based 

on three steps: a ROI-hunter, a Features Extractor Module 
and a Classifier. We also try a features reduction step before 
classication. 

 

A. ROI-hunter 
 
 The ROI-hunter was already described in ref. [12]. The aim 
of this stage is to reduce the data amount to process by 
searching for Regions Of Interest (ROIs) that include a lesion 
with high probability. Only selected regions are stored for the 
next processing steps, rather than the whole mammogram as 
shown in Fig. 2. 

 
Fig. 2 The original mammogram (left), the remaining   image 
(middle), the selected patterns containing the ROIs (right) 
 
The contour search is carried out by using the threshold 
operator. More generally this operator assigns the value I+  to 
the pixel with the intensity above a pre-fixed threshold, and 
the value I - to the pixel with the intensity less than the same 
threshold: 
 
 

if    Ix,y  ≥   threshold  ⇒  Ix,y = I+ 
if    Ix,y  <   threshold  ⇒  Ix,y = I – 

 
where Ix,y  is the intensity value for the pixel with coordinates 
(x,y). 

One way to fix the threshold value is to draw an histogram 
of the pixel intensity on the whole image. Usually, this 
histogram has two peaks: the first one refers to the image 
background and the second one to the ROIs. The threshold 
may be chosen at the intensity corresponding to the crossover 
between the two peaks. This is a static selection criterion. In 
this paper we prefer to use a dynamical selection method as 
explained at point 3. 

An iterative procedure (ROI Hunter), based on the search of 
relative intensity maximum inside a square window, has been 
implemented to select the ROIs. In the literature the masses 
lesions size is characterized by diameters varying in the 
approximate range 2 - 40 mm; in our case these two limits 
correspond to the square windows limit : Amin (25x25), Amax 
(501x501), in pixel. All the ROIs with area less than Amin are 
removed. 

 
 The steps of the algorithm are: 

 
1. starting from the right top corner of the mammogram, a 

raster scanning is performed to find the coordinates 
(xo,yo) of an intensity maximum Im (the initial centre of 
the candidate lesion). Its value is accepted if it is also a 
relative maximum in a box Amin (25x25 pixels); 

 
2. an iso-intensity contour, including the relative maximum 

intensity pixel, is drawn at a threshold value Ith = Im / 2; 
this contour defines a ROI with area AR; 

 
3. the threshold Ith is dynamically changed by 

increasing/decreasing its value if the Area AR of the 
corresponding ROI is greater/smaller than the limit area 
Amax (501x501 pixels), until the difference between two 
consecutive thresholds is equal to one. At each step, the 
threshold is changed by an amount which is one half of 
the previous one. 

 
4. the ROI is removed and stored for a further analysis; the 

corresponding “hole” left in the mammogram is set to 
zero; 

 
5. go to step 1 to find next (xo,yo) coordinates of a relative 

intensity maximum. 
 

B. The Features Extractor Module 
 
In this paper twelve features are extracted from the 

segmented masses. The criteria for the features selection are 
based on morphological lesion differences [24]-[29]. For 
example the excessive lengthening is often symptom of 
pathology absence. In Table I the complete extracted features 
list is reported.  
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TABLE I  

MORPHOLOGICAL FEATURES EXTRACTED FROM THE REGION OF INTEREST  

 
 The features extraction [12]-[16] plays a fundamental role 
in many pattern recognition tasks. Some features give 
geometrical information as eccentricity, area and average 
radial length; others provide shape parameters as fractal index 
and inertial momentum. In order to verify the feature 
discrimination capability between the two classes (pathologic 
or healthy patients), the feature value histograms are drawn. 
As an example in Fig. 3, 4 and 5 the histograms of average 
radial length, entropy of intensity distribution and circularity 
are shown. 
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Fig. 3 “Mean radial length” feature distribution for pathological 

(dashed) and healthy (continuous) ROIs 
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Fig. 4 “Entropy of intensity” feature distribution for pathological 
(dashed) and healthy (continuous) ROIs 
 
The variability range varies from feature to feature and the  
healthy/pathological data histograms show a different shape. 
Moreover, the number of healthy ROI is about seven times 
bigger than the number of pathological ROI.  For this reason 
each feature histogram is normalized both to its minimum and 
maximum values, and to the total ROI number in each class. A 
completely overlapped histogram for the healthy/pathological 

classes, corresponds to a feature not being able to discriminate 
the presence of a pathology, while a reduced value of the 
overlapping area indicates an increased discrimination 
capability. 
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Fig. 5 “Circularity” feature distribution for pathological (dashed) and 
healthy (continuous) ROIs 

 
More dataset extracted from the CALMA database [11] are 

reported in the table II. It is indicated the composition 
(positive samples vs total samples) of the training set, 
validation set and testing set. 
 

TABLE II 
COMPOSITION OF THE MAMMOGRAPICH  DATASET 

 

 
 

C. The features reduction 
 
A study of the representation space is made through two 

types of Component Analysis [15]-[16]: Principal Component 
Analysis (PCA) and the Independent Component Analysis 
(ICA). The PCA algorithm uses the Karhunen Loève 
transformation to reduce the features with the main 
eigenvalues of the covariance matrix of the mean vectors. 
While PCA seek directions in a features spaces that best 
represent the data in a sum squad error sense, ICA instead 
seeks direction that are most independent from each other. In 
particular a Fast Independent Component Analysis 
(FASTICA) is used to provide a computationally quick 
method to estimate the unobserved independent components 
[30]. It is a method to decompose a multi-dimensional dataset 
into a set of statistically independent non-gaussian variables. 
The algorithm iteratively maximises an approximation to the 
negentropy of the projected data. Negentropy is based on the 
information-theoretic quantity of entropy which measures the 
"randomness" of an observed variable. Since gaussian 
variables have the largest entropy among all random variables 

  Fractal index   Area 
  Eccentricity   Contour Gradient Entropy 
  Average Intensity   Standard Deviation of Intensity 
  Average Radial Length  (ARL)   Standard Deviation of ARL 
  Entropy of intensity distribution   Anisotropy 
  Inertial Momentum   Circularity 

Dataset # of samples (ROIs) # of positive samples (ROIs) 

Training set  4230 318 

Validation set  4230 315 

Testing set 4230 320 
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of equal variance entropy can be used to define a measure of 
non-gaussianity i.e. negentropy. In practice this quantity can 
be time consuming to calculate. 

In the figures 6 and 7 the original features space is plotted. 
We show only some examples of significant projection of the 
multidimensional spaces (original features of input).  

Although PCA algorithm found the principal component, 
the population of positive samples and negative samples 
remain rather overlapped after the transformation. In the 
figures 8 and 9 are shown some projection of the PCA 
representation space. 

 

 
 
Fig. 6 Feature representation of the original dataset for pathological 
(black points) and healthy (white points) ROIs 
 
 

 

 
 
Fig. 7 Feature representation of the original dataset for pathological 
(black points) and healthy (white points) ROIs 
 

   

 
 
Fig. 8 Feature representation of the dataset through Principal 
Component Analysis for pathological (black points) and healthy 
(white points) ROIs 

 

 
 
 
Fig. 9 Feature representation of the dataset through Principal 
Component Analysis for pathological (black points) and healthy 
(white points) ROIs 

 
 
 
Typical algorithms for ICA use centering, whitening and 

dimensionality reduction as preprocessing steps in order to 
simplify and reduce the complexity of the problem for the 
actual iterative algorithm. By using FASTICA on the same 
dataset we optimized the algorithm with a preliminary features 
reduction through Whitening method [15]; just an example of 
this first reduction is shown in figure 10.  
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Fig. 10 Feature representation of the dataset through Whitening 
method before FASTICA algorithm for pathological (black points) 
and healthy (white points) ROIs 
 
 

Then the independent component are found optimizing 
FASTICA parameters [30] but also in this case positive 
samples and negative samples remain rather overlapped after 
the transformation; the example is shown in figure 11. 

 

 
 
Fig. 11 Feature representation of the dataset through Fast 
Independent Component Analysis for pathological (black points) and 
healthy (white points) ROIs 

  

D. The Classifier 
 
We make a comparative study of three different neural 

networks, a deterministic classifier and a classifier that realize 
an optimal evolution of the theory of linear discriminative 
functions; so we present the following classifiers: 

 
• Multi Layer Perceptron (MLP). The selected MLP is 
a feed-forward back-propagation supervised neural 
network trained with gradient descent learning rule with 
“momentum”, so as to quickly move along the direction 
of decreasing gradient, thus avoiding oscillations around 
secondary minima.  
 

• Probabilistic Neural Network (PNN). This network 
provides a general solution to pattern classification 
problems by following an approach developed in 
statistics, called Bayesian classifiers. The probabilistic 
neural network uses a supervised training set to develop 
distribution functions within a pattern layer. These 
functions, in the recall mode, are used to estimate the 
likelihood of an input feature vector being part of a 
learned category, or class. The learned patterns can also 
be combined or weighted with the a priori probability, 
also called the relative frequency, of each category to 
determine the most likely class for a given input vector. 

 
• Radial Basis Function (RBF) network. It has a static 
gaussian function as the nonlinearity for the hidden layer 
processing elements. The gaussian function responds only 
to a small region of the input space where the gaussian is 
centered. The key  for a successful implementation of 
these networks is to find suitable centers for the gaussian 
functions. This can be done with a supervised learning, 
but an unsupervised approach usually produces better 
results. For this reason we implement RBF networks as a 
hybrid supervised-unsupervised topology. 

 
• K-Nearest Neighbors (K-NN) classifier.  For this 
type of deterministic classifier it is necessary to have a 
training set which is not too small and a good 
discriminating distance. KNN performs well in multi-
class simultaneous problem solving.  There exists an 
optimal choice for the value of the parameter K which 
brings to the best performance of the classifier. This value 
of K is often approximately close to N1/2 . 

 
• The SVM algorithm creates a hyperplane that 
separates the data into two classes with the maximum-
margin. Given training examples labeled either "yes" or 
"no", a maximum-margin hyperplane is identified when it 
splits the "yes" from the "no" training examples, such that 
the distance between the hyperplane and the closest 
examples (the margin) is maximized. There is a way to 
create non-linear classifiers by applying the kernel trick to 
maximum-margin hyperplanes. The resulting algorithm is 
formally similar, except that every dot product is replaced 
by a non-linear kernel function. This allows the algorithm 
to fit the maximum-margin hyperplane in the transformed 
feature space. The transformation may be non-linear and 
the transformed space high dimensional; thus though the 
classifier is a hyperplane in the high-dimensional feature 
space it may be non-linear in the original input space. 

III. RESULTS 
For each classifier the training and validation sets are used 

for the optimization phase. The feature reduction through 
PCA allows obtaining same results with respect to the original 
dataset but it reduces slightly the computing time. Using 
FASTICA we have not good performance, so this method is 
not suitable. In both cases, classifiers on raw data give better 
performances comparated to PCA and FASTICA. This is a 
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strong argument against using component analysis for this 
dataset.  

Using sensitivity (percentage of pathologic ROIs correctly 
classified) and specificity (percentage of healthy ROIs 
correctly classified), the results obtained with this analysis are 
described in terms of the ROC (Receiver Operating 
Characteristic) curve [31]-[32], which shows the true positive 
fraction (sensitivity), as a function of the false positive 
fraction (1-specificity) obtained varying the threshold level of 
the ROI selection procedure. In this way the ROC curve 
allows to the radiologist to detect masses lesions with 
predictable performance, so that he can set the CAD 
sensitivity value. 

 In particular we obtain for the classifiers the following 
configuration:  

 
 KNN is optimized for K = 21 on validation set; 

furthermore an additional threshold allow to obtain the 
ROC curve.  
 
 SVM supplies the best performances for a 

sigmoidal kernel  
 

 MLP has 12 hidden neurons for the 12 input 
previously described.  

 
 RBF has 40 neurons in the radial layer with 1.9 of 

spread parameter 
 

 PNN supplies best performances with 0.24 of 
spread parameter 

 
The results of the classifiers are supplied in the diagram 

through the ROC curve calculated on the testing set after the 
optimization through PCA on the training set-validation set. 

Finally in Fig. 12 are shown the results of the classifiers on 
the testing set. 

 
 

 
 
Fig. 12 Receive Operating Characteristic curves for several 
classifiers tried 

Also the area under the curve [21]-[22], obtained in relation 
to the same ROC curves calculated on the test values, are 
reported  in Table III. 

 
 

TABLE III 
PERFORMANCE OF THE CLASSIFIERS IN TERMS OF AREA UNDER THE ROC 

CURVE S 
Classifiers Area under ROC 

curves 

Error 

KNN 0.81   0.01 

SVM 0.81   0.01 

MLP 0.88   0.01 

PNN 0.89   0.01 

RBF 0.89   0.01 

        
  
The results of the Table III show that the neural net (RBF, 
PNN) has better performances then the other classifiers for the 
dataset considered. A study carried out on the 
complementariness of the classifiers used on the dataset in 
under examination show (in the case of the features previously 
used) that the regions of decision of the three classifiers are 
overlapped. This fact and the better performance in 
comparison to the other two classifiers indicate that it is not 
possible in this case to combine the output of the various 
classifiers with techniques of multi classification system 
(MCS) to improve the total performances. 

IV. CONCLUSIONS 
 In this paper a comparison of some classification system 

for masses lesions classification has been presented. The 
features are extracted through an algorithm based on 
morphological lesion differences. The features are used to 
discriminate two classes (pathological or healthy ROIs).  

 Principal component analysis does not reduce appreciably 
computing time and it does not improve the classifiers 
accuracy. Instead FASTICA get worse the results. In 
conclusion component analysis is not suitable for own dataset. 

 The discriminating performances of the algorithm were 
checked by means of a supervised neural network against 
other classifiers as a Support Vector Machine and a K-Nearest 
Neighbours and the results have been presented in terms of 
ROC curve. The best results are obtained with Radial Basis 
Function and a Probabilistic Neural Network that performs as 
well as a Multi Layer Perceptron. So the results show superior 
performances of the Neural Network on the masses lesions 
classification through morphological lesion differences.  

 The results are comparable or better than those obtained in 
other recent studies [11],[33]-[34] verifying that a neural 
network system, based on original features spaces, provides a 
better ability to distinguish pathological ROIs from the 
healthy ones. 
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