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Abstract—A novel approach to speech coding using the hybrid 

architecture is presented. Advantages of parametric and perceptual 
coding methods are utilized together in order to create a speech 
coding algorithm assuring better signal quality than in traditional 
CELP parametric codec. Two approaches are discussed. One is based 
on selection of voiced signal components that are encoded using 
parametric algorithm, unvoiced components that are encoded 
perceptually and transients that remain unencoded. The second 
approach uses perceptual encoding of the residual signal in CELP 
codec. The algorithm applied for precise transient selection is 
described. Signal quality achieved using the proposed hybrid codec is 
compared to quality of some standard speech codecs. 
 

Keywords—CELP residual coding; hybrid codec architecture; 
perceptual speech coding; speech codecs comparison.  
 

I. INTRODUCTION 
RANSMISSION of speech signal through the Internet is 
used in a wide range of modern applications. In spite of 

constant development of Internet technologies, transmission 
of high bit-rate speech signals in PCM format is not practical, 
because it results in high delays in communication. This is 
especially important in bi-directional communication, e.g. in 
VoIP (Voice over IP) telephony, because high bit-rate means 
that the user has to wait longer for the response from the other 
speaker. This results in low quality of the service assessed by 
its users. Therefore, speech compression algorithms have to be 
applied in order to reduce bit-rate and decrease delays. 

In most of the current applications related to transmission 
of speech signal, parametric coding algorithms are used 
(CELP, ACELP, LD-CELP, etc.). These algorithms reduce 
bit-rate of the signal significantly, sacrificing quality of the 
signal to some degree. For many years, bit-rate and delay were 
the main criteria in speech codec assessment, while subjective 
signal quality, expressed using the mean opinion score (MOS) 
scale, was considered less important. Most of parametric 
speech codecs used in current applications provides signal 
quality from 3.2 to 4.0 in MOS scale (where 5.0 means best 
possible quality) [1]. 

In terms of constant development of computer technologies, 
it seems that bit-rate and delay criteria in speech codecs 
assessment will be gradually becoming less important, and 
signal quality will become a decisive factor for comparison of 
various speech coding algorithms. Thus, it seems reasonable 
to consider a novel speech codec architecture that will 

sacrifice low bit-rate to some extent in order to improve signal 
quality significantly. 

The experiments presented in this paper were focused on 
modification of existing parametric speech coding algorithms 
in order to improve subjective signal quality. Although the 
intelligibility of speech signal encoded by CELP codecs is 
usually satisfactory, the highest quality possible to obtain in 
that codec architecture is still limited. Instead of various 
techniques utilized during analyze-by-synthesis procedure, the 
one straightforward method of improving the codecs quality is 
additional encoding of the encoder residual signal [2]. This 
kind of codec architecture has been previously proposed as an 
efficient method of lossless wideband speech coding [3]. 
Although the lossless speech coding is essential for storage 
and future editing in the recording or in movie industry, it is 
not crucial for telecommunication. Hence, the focus of this 
research is to investigate the lossy speech codec by providing 
the enhancement layer for an existing standardized CELP 
codecs. In order to improve the overall quality of speech 
signal the residual signal is encoded with the usage of the 
perceptual module. While proposed architecture is similar to 
the one utilized in MPEG-4 CELP scalable speech codec [4], 
the method of the residual signal coding employed in our 
experiments is different.  

The main problem in the parametric approach to speech 
coding is how to encode transients, voiced and unvoiced 
signal components, efficiently. Encoding of transient states is 
especially important here, because inappropriate encoding of 
transients results in significantly decreased signal quality, 
Various parametric codecs use different approach to this 
problem, yet none of these approaches provide sufficiently 
accurate transient encoding, which is reflected in quality 
values (MOS). One of the concepts of hybrid codec presented 
in this paper is extraction of transient, voiced and unvoiced 
components from the signal and using an appropriate 
approach for each of these groups. Certain literature 
references may be found on using the “sine-transient-noise” 
model for the wide-band audio signals (mostly for music) [5]. 
In the synthesis of musical instruments, introduction of 
transient analysis and synthesis to the “sine and noise” model 
resulted in improved signal quality. It may be expected that 
using a similar “voiced-transient-unvoiced” approach to 
speech signal will provide an improvement of signal quality, 
as well. However, no research on this topic has been done so 
far. 

The aim of the hybrid “parametric-perceptual” speech 
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codec is to improve signal quality by incorporating perceptual 
coding algorithm into the parametric codec. Various speech 
coding algorithms use different approach to the problem of 
reducing signal bit-rate. For the purpose of experiments 
described in this paper, CELP parametric codec was selected 
as a base for development of the hybrid codec. The CELP 
architecture, with some modifications, is used in most of 
modern speech coding applications. 

II. VOICED/UNVOICED PARTS SELECTION ALGORITHM 
Since the LP coding relies on a simple two-state model of 

speech production, each frame of input signal is classified 
either as a voiced or unvoiced. Usually, the classification is 
based on the observation that frames of voiced parts are 
strongly correlated with each other and have relatively higher 
energy than unvoiced parts [6]. This approach is also utilized 
in the engineered algorithm. However, the additional logic 
module is employed in order to ensure that frames classified 
as unvoiced do not contain transients. The diagram illustrating 
the engineered algorithm for selecting voiced and unvoiced 
parts of the speech signal is presented in Fig. 1. 
 

 
Fig. 1 Block diagram of the voiced/unvoiced selector 

 
The “rough detector” relies on three parameters which are 
calculated for every block of segmented signal according to 
the following formulas [6][7]: 
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where: s[n] – block of the signal, N – frame length 
 
The frame is classified as voiced if the following expression is 
true: 
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where: wk – elements of weighting vector, M – number of 
parameters 

 
The wk elements of weighting vector were chosen in order 

to allow a proper frames classification for different speech 

samples. Since the rough detector does not take into account 
any information about the previous classification results, the 
voiced/unvoiced decision may change instantly from one 
frame to another when some special conditions occur. Thus, 
an appropriate hysteresis function is utilized in order to 
prevent undesirable state changes of the detector. It has to be 
mentioned that not only pure-voiced frames but also frames 
containing transients are classified into the voiced part of the 
speech signal. The hysteresis module controls the state of the 
switch in order to define the current frame as a voiced or 
unvoiced, and also to trigger the appropriate fade-in and fade-
out operation if the transition of the detector state occurs. The 
result of classification for a particular speech sample is 
presented in Fig. 2. 
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Fig. 2 Results of voiced/unvoiced classification 

 
An important insight is that involving the triangular 

window into the cross-mixing procedure induces phase 
distortions into the signal. Thus, the window based on the 
cosine function was utilized. The fade-in and fade-out 
functions are defined as follows: 
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where: n=0, 1, …, N-1; N – frame length 
 
The selected voiced and unvoiced parts of the particular 
speech sample are shown in Fig. 3. It can be noticed from Fig. 
2 and Fig. 3 that the engineered algorithm is effective in 
selecting the voiced and unvoiced parts of the speech signal. 
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Fig. 3 Voiced (top) and pure unvoiced (bottom) parts of speech 

signal 

III. TRANSIENT SELECTOR ALGORITHM 
The proposed algorithm consists of two main stages. In the 

first one, the rough voicing decision is made, and in the 
second one, both pure-voiced part and transients of the signal 
are selected. The traditional approach to transient detection is 
based on the assumption that the energy of the signal increases 
rapidly when the transient occurs [8]. Although the energy 
tracking of the signal is useful for detecting the time-domain 
transients, it fails in case of frequency-domain transients 
occurrence. If the frequency-domain transient occurs, the 
energy distribution changes over frequency, while total energy 
of the signal remains nearly constant. In order to detect that 
group of transients, it is necessary to analyze the energy 
variations in some subbands instead of tracking the energy of 
entire signal [9]. The diagram illustrating the engineered 
algorithm for time-domain and frequency-domain transients 
selection is shown in Fig. 4. The str[n] and spv[n] signals 
represent the transient and pure-voiced part of the input signal 
respectively. 

The transient selector operates as follows. In the first stage, 
the input signal is divided into some short segments, and for 
each segment the Fourier spectrum is calculated (with the use 
of the FFT algorithm). The part of the spectrum representing 
frequencies above 100 Hz is then divided into N uniform 
subbands, and for each subband the energy en(b) is obtained. 
It has been found empirically that analysis of energy 
variations in eight subbands is sufficient for a transient 
detection in speech signals. In the next step, the value of f(b) 
for each subband is calculated. The f(b) function is formulated 
in the following way, 

)()1()()( 1 bfbenbf nn −⋅−+⋅= αα  (7) 
where: α – constant  
 
Further, the parameters related to transient measures are 
obtained according to the formula: 

)(
)()(

bf
benbG

n

=  (8) 

 

 
Fig. 4 Block diagram of transient selector 

 
Next, the value of the G(b) parameter is compared with the T 
threshold for each subband and the total transient measure 
parameter F is calculated,  
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In the last step, the value of F parameter is compared with the 
global threshold Tg. If F>Tg the particular frame is classified 
as a one containing transient. 

It has to be mentioned that the described algorithm is 
incorporated in the MPEG-4 AAC general audio encoder [10]. 
Since in this approach the band-limited speech signal is 
analyzed, additional parameterization is necessary in order to 
allow robust transients detection. An important observation is 
that the time-domain transients of speech signals are 
associated with transitions between unvoiced and voiced parts. 
Thus, the one way to make the detection algorithm more 
efficient is to measure the zero crossing rate in parallel [9]. 
Because that operation can be viewed as simple voicing 
detection, similar results may be yield when only the voiced 
part of the speech signal is fed into the transients detector [2]. 
Therefore in practical experiments first the voiced/unvoiced 
decision had been made, and then the transients were detected 
within the voiced part of the speech signal. The results of 
transient detection for a particular speech sample are depicted 
in Fig. 5.  

It can be noted from the Fig. 5 that the proposed algorithm 
is able to assign signal segments containing both: time-domain 
and frequency-domain transients. However, due to limited 
resolution of analysis, some fragments of the transients may 
be placed in the neighborhood of the assigned frames. 
Therefore, an additional hysteresis module is employed in 
order to prevent transients segmentation during selection 
process. When the particular frame is determined as one 
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containing transient, the fade-in operation is applied to the 
previous one. The signal segments are then moved to the str[n] 
until the detector state changes. After that one more frame is 
moved and the fade-out operation is applied to the next frame. 
Although that procedure introduces an additional delay, it 
prevents transients segmentation efficiently. 
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Fig. 5 Results of transient detection 

IV. PERCEPTUAL CODING OF THE CELP RESIDUAL SIGNAL  
It is well known that in the analysis-by-synthesis loop the 

CELP codec is based on, the goal is to choose the appropriate 
excitation sequence and other parameters in order to match as 
much as possible the synthetic and original speech signals. 
The error between the synthesized and original signal is 
calculated for all excitation vectors in the codebook, and then 
the error-minimizing criterion is applied. It is worth 
mentioning that error signal is perceptually weighted in order 
to explore the masking phenomena of the human auditory 
system. The perceptual weighting filter attenuates the error 
signal spectrum in formant regions, while amplifying the error 
signal spectrum in non-formant regions [6]. Consequently, the 
residual signal of the entire CELP encoder adopts a formant 
structure and follows the shape of the input signal [3]. An 
analysis of the G723, G728 and G729 residual signals 
confirms those expectations.  

It has to be mentioned, however, that perceptual coding of 
the residual signal with bit-rate significantly higher than bit-
rate of the CELP module would be inefficient. Unfortunately, 
some substantial distortions are introduced to the noise-like 
parts of the residual signal during the perceptual coding with 
reduced bit-rate. In this case the overall quality can be even 
lower for the sum of degraded residual and input signal 
encoded by CELP than for the CELP signal itself. Therefore, 
in proposed approach only the voiced part of the residual 
signal is perceptually encoded. The architecture of the encoder 
proposed here is presented in Fig. 6. The input signal s[n] is 
first encoded by the CELP encoder operating at fixed bit-rate. 
The sCELP[n] signal represents the main bit stream, which is 
also decoded locally in order to obtain the residual signal 
Δ[n]. In the next stage, the voiced and unvoiced parts of the 

residual signal are detected. It has to be noted that only the 
voiced part Δv[n] is further processed. As a sequel, the 
selected voiced part of residual signal is perceptually encoded 
and sent to the decoder in parallel to the CELP bit stream. The 
decoding process consists of two stages. In the first one, 
CELP and residual bit streams are decoded using the CELP 
and perceptual decoders, respectively. Next, the resulting 
signals are added together in order to compose the entire 
decoded speech signal. 

 

 
Fig. 6 Encoder architecture 

 
During the experiments, the G728 LD-CELP codec 

operating at 12.8 kbps rate was utilized in a base layer of the 
codec. The residual signal was encoded employing the open 
source Ogg Vorbis perceptual module operating at 14 kbps 
average rate. Notwithstanding Ogg Vorbis is designed for 
compression of music and general audio, and is not optimized 
for perceptual speech coding, it seems to be useful in 
evaluating of the proposed codec concept [11]. 

The PESQ measurements were taken in order to asses 
quality gain achieved by the additional encoding of the voiced 
part of the residual signal. The partial PESQ scores were 
estimated for female and for male speech samples encoded 
with an usage of standardized G728 and proposed codec. In 
the next step partials PESQ scores for G728 and proposed 
codec were subtracted in order to calculate the partial PESQ 
gains. In Fig. 7, the waveform of the particular voiced part of 
residual signal together with a corresponding partial PESQ 
gains function are shown.  

As it can be observed from the Fig. 7, perceptual encoding 
of the residual signal results in a substantial PESQ gain [2]. 
Furthermore, the final average PESQ scores for G728 and 
engineered coding method is 3.44 and 3.93 respectively. The 
resulting quality of speech coding is then comparable to the 
quality achieved with the ADPCM methods operating at 
similar bitrate. Unfortunately, the partial PESQ gain is 
negligible or even negative for segments of the residual 
signals containing transients. The reason for that is related to 
pre-echo distortions introduced by the employed perceptual 
module [12]. Those artifacts are expected to be reduced when 
the perceptual module dedicated to the speech signal would be 
employed instead of the Ogg Vorbis codec. It is worth 
mentioning that elimination of those artifacts is also possible 
if only the pure-voiced parts of the residual signal would be 
perceptually encoded. The results of conducted experiments 
confirm however, that additional encoding of the CELP 
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residual signal is an efficient technique for improving the 
quality of speech. 
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Fig. 7 Voiced part of the G728 residual signal along with 

corresponding partial PESQ gains function for entire speech signal 

V. SPEECH CODEC EMPLOYING VOICED/UNVOICED/TRANSIENT 
SEGMENTATION 

The drawback of the residual signal encoding is that it 
requires first local decoding of the CELP bit stream, and then 
the additional delay is introduced into the entire encoding 
process. Furthermore, conducted experiments have revealed 
that perceptual encoding of the speech signal transients is 
inefficient when the module operates in the low bit-rate mode. 
Therefore, the architecture of speech codec employing 
unvoiced/voiced/transients segmentation was investigated 
next. The diagram illustrating the proposed encoder 
architecture is shown in Fig. 8. 

 

 
Fig. 8 Hybrid encoder architecture 

 
In the first step, the input signal is split into unvoiced 

sunv[n], pure-voiced spv[n] and transients str[n] parts. Further, 
each part is encoded employing an appropriate method. In 
practical experiments the G728 encoder (16 kbps) and the 
Ogg Vorbis perceptual module (14 kbps) were employed in 
order to encode the unvoiced and pure-voiced parts of speech 
signal respectively. As the purpose of the proposed 
experiment was to check if hybrid speech encoding results in 
quality improvement, the transients were not encoded with a 
use of any lossy method. It was found that about 40% of input 
signal frames were classified as unvoiced ones and about 7% 
as transient segments [2]. Thus, the overall estimated bitrate 
for unvoiced bit stream is about 6.4 kbps (0.4*16000) and 9 
kbps (0.07*16*8000) in case of 16-bits PCM transients 
representation. Consequently, the examined encoder operates 

at average 29.6 kbps bitrate. Obviously, an appropriate 
method for transients coding would increase the efficiency of 
proposed codec architecture, and thus will be devised in a 
future work. It is expected that hybrid encoder would then 
operate at 24 kbps rate or even lower. In the decoder, the 
unvoiced and pure-voiced bit streams are decoded using G728 
and Ogg decoders, respectively. Finally, these two parts are 
added together with the str[n] signal and in this way the entire 
speech signal is obtained.  

The PESQ measurements were taken in order to evaluate 
the quality of speech samples encoded with a use of the hybrid 
method. In Fig. 9 comparison of partial PESQ scores obtained 
for a speech sample encoded with G726 ADPCM operating at 
32 kbps and hybrid codec is presented. 

Although it can be seen from Fig. 9 that partial PESQ 
scores are similar for that particular speech sample, the total 
average PESQ score obtained for male and female speech 
samples is slightly higher for hybrid codec. Fig. 10 presents 
the mean PESQ scores for various speech codecs architectures 
and also the results obtained for two codecs proposed in this 
paper. All of quality evaluation tests were performed with the 
use of the OPERA application [13]. 
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Fig. 9 Partial PESQ plots for G726 (upper) and hybrid codec (lower) 

 
 Comparing the PESQ scores for various codec 

architectures shown in Fig. 10 it is visible that in order to 
achieve similar quality of speech coding the hybrid codec 
requires lower average bitrate than the ADPCM codec. An 
additional efficiency improvement is expected after replacing 
the general audio perceptual module with the one dedicated to 
speech coding. Furthermore, in order to reduce the bitrate 
requirements it is also necessary to engineer an appropriate 
method for transients coding. It has to be mentioned that 
possible and simple solution to control the codec’s properties 
is to scale the bitrate of CELP and perceptual module. 
Although the proposed method introduces a relatively high 
delay due to perceptual module involving, it allows also 
coding speech signal with a higher quality than other 
standardized methods. 
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VI. CONCLUSIONS 
It can be seen that there is a wide variety of speech coders 

available, each one providing a different speech coding 
quality. In the past years the effort was made to develop the 
methods for low and middle bit-rate speech coding with 
satisfactory intelligibility. Hence, there is still a gap in terms 
of quality between middle bit-rate CELP codecs and high bit-
rate ADPCM algorithms. In this paper two methods for 
incorporating the perceptual algorithm into parametric codec 
were proposed. The conducted experiments have revealed that 
perceptual encoding of the voiced part of CELP residual 
signal is the most straightforward method for improving the 
quality of speech coding. However, it has to be mentioned 
also, that in this approach only the quality of voiced parts of 
speech improved, and then the overall quality of speech signal 
remains limited. Hence, the second codec architecture 
employing voiced/unvoiced/transient segmentation of the 
entire speech signal was investigated. In turn it was found 
experimentally that perceptual encoding of the pure-voiced 
parts and transient states preserves high quality speech coding. 
In this approach, the unvoiced parts of the speech signal were 
encoded employing a parametric technique. An additional 
efficiency improvement is expected after replacing the general 
audio perceptual module with the one dedicated to speech 
coding. Furthermore, in order to reduce the bitrate 
requirements, it is also necessary to engineer an appropriate 
method for transients coding. Finally, one can conclude that 
the engineered hybrid codec algorithm allows for high quality 
speech coding, and further efficiency improvement is still 
possible to obtain after an additional optimization of the 
proposed algorithms. 
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