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Abstract—Prostate cancer is one of the most frequent cancers in 

men and is a major cause of mortality in the most of countries. In 
many diagnostic and treatment procedures for prostate disease 
accurate detection of prostate boundaries in transrectal ultrasound 
(TRUS) images is required. This is a challenging and difficult task 
due to weak prostate boundaries, speckle noise and the short range of 
gray levels. In this paper a novel method for automatic prostate 
segmentation in TRUS images is presented. This method involves 
preprocessing (edge preserving noise reduction and smoothing) and 
prostate segmentation. The speckle reduction has been achieved by 
using stick filter and top-hat transform has been implemented for 
smoothing. A feed forward neural network and local binary pattern 
together have been use to find a point inside prostate object. Finally 
the boundary of prostate is extracted by the inside point and an active 
contour algorithm. A numbers of experiments are conducted to 
validate this method and results showed that this new algorithm 
extracted the prostate boundary with MSE less than 4.6% relative to 
boundary provided manually by physicians. 
 

Keywords—Prostate segmentation, stick filter, neural network, 
active contour.  

I. INTRODUCTION 
ROSTATE cancer is the most frequently diagnosed cancer 
in men and the second cancer-related cause of death for 

this group [1],[2]. Hence diagnosis of the cancer in the early 
stages is crucial. Ultrasound imaging is a widely used 
technology for diagnosing and treatment this kind of cancer 
[1].       

 Prostate transrectal ultrasound (TRUS) images in 
comparison with the other modalities such as CT and MRI are 
captured easier, in real-time, and with lower cost. The 
accurate detection of the prostate boundary in ultrasound 
images is crucial for automatic cancer diagnosis/ classification 
and some clinical applications, such as the accurate placement 
of the needles during the biopsy, accurate prostate volume 
measurement from multiple frames, constructing anatomical 
models. However, Prostate region in TRUS prostate images 
maintains very weak texture structure. Because the low 
contrast, the fuzzy boundaries between the prostate and 
background, the speckle noise and shadow regions the 
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ordinary analysis methods are not capable to segment the 
prostate region. In a typical TRUS screening, the prostate is 
manually delineated in the ultrasound image to calculate its 
size and volume, which are additional details used to support 
the diagnosis. The automated delineation of the prostate leads 
to faster, more accurate and precise results without much 
interference from the doctor [3]. Different methods of 
delineating the prostate, such as those presented in [3],[4], 
[5],[6] have shown to be successful in segmenting the 
prostate, however still requiring the input of the doctor to 
identify the prostate. Automated methods of TRUS prostate 
segmentation are in high demand and different segmentation 
methods have been proposed. Some methods have been 
introduced to investigate automatic or semi-automatic 
segmentation of the prostate such as region segmentation 
methods, boundary segmentation techniques, and deformable 
models [7], [8], [9], [10], [11], [12], [13], [14]. In this paper, 
we will investigate an algorithm of automatically identifying 
the prostate within the TRUS image. It consists of several 
sequential stages, include preprocessing, prostate inside point 
finding and segmentation. The preprocessing stages are stick 
filtering for speckle noise reduction and morphological 
smoothing. The prostate inside point finding is an adaptive 
and intelligent algorithm that finds a point in prostate region 
on TRUS images. This point is a critical point for prostate 
region detection which is the motivation for this work. The 
last stage is prostate segmentation base on the active contour 
model. This work is organized as follows: In section II the 
prostate segmentation system is described in detail. Section III 
validates the performance of the method via visual inspection 
and some quantitative measures. Section ΙV concludes the 
work. 

II. PROSTATE SEGMENTATION SYSTEM  
The segmentation system consists of 3 stages that are 

shown in Fig. 1. The first part is preprocessing, that includes 
stick filter and the morphological smoothing. The stick filter is 
used to reduce speckle noise with preserved edges 
information. The morphological smoothing includes two 
transformations, top-hat and bottom-hat [15],[16].  

The second stage is the inside pixel finding that search any 
pixel in prostate region. This pixel is critical start point for 
segmentation. This stage includes 4 processes, the thresholds 
determine by the neural network system, the binarization of 
image by threshold, the labeling and the region investigation.  
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Fig. 1 The Segmentation system chart 

 

A. Preprocessing 
The study of adaptive low-pass filters has shown that these 

filters, although successfully filter much of the speckle, cause 
a loss of detail in low-contrast border regions [16]. An 
alternative method uses sticks to reduce speckle noise that it’s 
named as a stick filter. The sticks filtering algorithm 
challenges the problem of filtering speckle in ultrasound 
images, without losing edge detail. The stick filter determine 
the mean of neighboring pixels in the direction of the stick - 
the most likely direction of the linear feature passing through 
(x,y). Assuming n is the stick’s length in pixels, there are 2*n-
2 possible orientations of its can be arranged. A typical sticks 
of length five pixels, is shown in Fig. 2. In this figure the 
white and black pixels have a value of 0 and 1/5, respectively. 
Results showed that the stick filter increased the contrast near 
the prostate borders, and reduced speckle noise (Fig. 3).  
 

 
 

Fig. 2 A typical stick of length five pixels 
 
The morphological algorithm is used to smooth filtered 

image and enhanced contrast near edges. The top-hat and 
bottom transformation apply on output of stick filter (Fs) with 
using a ordinary neighborhood window.  In this work we use a 
disk with radius 3 in size in top-hat, bottom-hat 
transformations. The following equations have shown these 
transformations: 

 
 

Fig. 3 The original TRUS image(left), output of stick filter(right)  
 

                                   ( )t sH top hat F= −       (1) 

( )b sH bot hat F= −                           (2) 
 
The top-hat and bottom-hat transformations of filtered 

images are used to increase the contrast, according to the 
following equation 

 
p s t bF F H H= + −                            (3) 

 
Ht is the top-hat and Hb is the bottom-hat transformations 

and Fp is the preprocessed image. Fig. 4 has showed the 
morphological output of the prostate image. 

 

 
 

Fig. 4 The original Trus image (left), the output of morphological 
filter 

 

B. Inside Pixel Finding 
The inside pixel finding stage is the size and shape 

independent algorithm that uses the neural network, 
binarization, labeling and prostate region investigation. The 
neural network is used to find the prostate region grey level 
thresholds. The prostate region thresholds are the critical 
values that are used to binarization images. A feed forward 
neural network is used to find the optimum values for the high 
and low grey level thresholds. The NN is 3 layers network and 
train by back propagation learning algorithm (Fig. 5). The 
inputs for NN are the column averages of the central region of 
TRUS preprocessed images. The size of this region is about 
200columns. The output of NN is 2 threshold values. 

 



International Journal of Medical, Medicine and Health Sciences

ISSN: 2517-9969

Vol:2, No:9, 2008

331

 
Fig. 5 A 3-layer NN for estimate threshold value 

 
These values are used to labeled image pixels as a binary 

class. A typical neighborhood window of each pixel is 
considered to be multiplied by its weights to evaluate the 
central pixel. In the window each pixel that is between the 
high and low threshold take 1 and the others take 0 as it can 
be seen in Fig. 6. The following relation is showed the 
binarization process of the image pixels: 
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Tlow is the low threshold, Thigh is the high threshold, Wi

j is 
the pixel weight (as showed in Fig. 6) and Pi

j is the jth pixel in 
neighborhood window and Pi

0 is the central pixel. The 
binarized image is used to label and classified the distinct 
regions.  

 

 
Fig. 6 Neighborhood window and associated weights for binarization 

 
Then the region with the most area is selected as a first 

estimation of prostate region (Fig. 7). The central pixel in this 
region is selected as a start point for active contour 
segmentation algorithm. 

 

 
 

Fig. 7 Binarization the image(left), select the most area 
region(middle), inside point finding(right) 

 

C. Active Contour Model Segmentation 
The active contour model algorithm deforms a contour to 

look onto features of interest within in an image [17]. Usually 
the features are lines, edges, and/or object boundaries. Active 
contour models should be able to find the prostate boundary in 
TRUS images. An active contour is an ordered collection of n 
points in the TRUS image that iteratively approach the 
boundary of an object through the solution of an energy 
minimization problem. The energy function is in two terms, 
the internal and external energies. The internal energy 
depends on the shape of contour and the external energy 
depends on image properties such as gradient. An active 
contour is set of n points in the image and energy for each 
point is defined as follow: 
 

{ }1 2 3, , , ... nC c c c c=                              (6) 

int( ) ( ) ( )i i ext iE c E c E cα β= +                       (7) 
 

E, Eint and Eext are matrices that the value at the center of 
each matrix corresponds to the contour energy at point ci. 
Other values in the matrices correspond (spatially) to the 
energy at each point in the neighborhood of ci. Each point, ci, 
is moved to the point, ci’, corresponding to the location of the 
minimum value in E. The contour, C, should approach, and 
stop at, the region boundary. 

The internal energy itself, contain two terms elastic and 
bending energy that has shown as follow: 

 
int ( ) ( ) ( )i elastic i bending iE c E c E c= +                  (8) 

 
Where Eelastic is the elastic energy that enforces the shape of 
the contour and Ebending is a bending force that causes the 
contour to grow balloon or shrink. The formulation of the 
elastic energy is defined as follows:  

 
2

1 1
1( ) ( ) ( )
( ) jkjk i i i ie c p c c c

N c − += − +                  (9) 

 
Where pjk is the point in the image that corresponds spatially 
to energy matrix element ejk.  

The normalization factor, N, is the average distance 
between points in contour:  
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The normalization is required to make Eelastic independent of 

the size, location, and orientation of contour.  
A bending force can be used on a closed deformable 

contour to force the contour to expand in the absence of 
external influences. A contour initialized within a uniform 
image object will expand under the influence of a bending 
force until it nears the region boundary the energy term for 
each element, bjk, in the matrix, Ebending is expressed as a dot 
product: 

 
( ) ( ( ))jk i i i jk ib c v c p c= • −                       (11) 

 
Where vi is the outward unit normal of C at point ci. 
Therefore, the bending energy is smallest at points farthest 
from ci in the direction of vi.  

The external energy function attracts the deformable 
contour to interesting features, such as region boundaries. 
Image gradient and intensity are obvious features to look at 
for external energy. Therefore, the following external energy 
function is investigated:  

 
( ) ( ) ( )ext i imtens i grad iE c E c E c= +                       (12) 

 
Where Eintens is an expression that attracts the contour to high 
or low intensity regions and Egrad is an energy term that moves 
the contour towards edges. Each element in the intensity 
energy matrix is assigned the intensity value of the 
corresponding image point in the neighborhood of ci. The 
image gradient energy function is proportional to the gradient 
magnitude. When active contours are used to find region 
boundaries, an energy expression that discriminates between 
edges of adjacent region is desirable. The key to such an 
expression is that the gradients at the edges of the region have 
different directions. Further, the direction of the gradient at 
the region edge should be similar to the direction of the unit 
normal of the contour. 

III. RESULTS 
The first step is noise reduction by applying stick filter. 

Table I showed the mean square error results of stick filter 
with various sizes in stick.  As showed in Table I the best size 
of stick for speckle reduction in TRUS images is 5. For inside 
pixel finding a NN with 2 homogenous sub networks is used. 
In each sub network, 3 layers are used. The input layer had 
100 neurons, the hidden layers are 10 neurons layer and the 
output layer is 1 neuron. For NN training the half of images in 
database (that are 50 TRUS images of prostate) is used 
randomly. The others are used for algorithm testing. The NN 
is trained after 250000 epockes and the optimum values for 
threshold are determined. In all test images the inside point 
has found correctly.  

 

TABLE I 
 MSE OF NOISE REDUCTION STICK FILTER  
VERSUS STICK LENGTH AND THICKNESS 
STICK’S 
LENGHT 

STICK’S 
THICKNESS 

MSE 

5 1 0.046 
5 3 0.130 
7 1 0.072 
9 1 0.095 

15 1 0.150 
 

The active contour model algorithm has been implemented 
on TRUS images and the boundary of prostate is specified. 
For comparison the initial contour provided by the specialist 
of sonography images has also considered. The mean square 
error of the areas between the output of algorithm and the 
boundary extracted by the sonographist is used for evaluation 
of algorithm performance.  Fig. 8 shows the comparison of the 
algorithm result and the boundary provided by sonographist 
idea. The mean square error for all images is less than 4.6%. 

 

 
Fig. 8 Comparison of boundaries provided by segmentation system 

(blue) and the sonographist (red) 

IV. CONCLUSION 
In this study we have used a new algorithm for prostate 

segmentation in TRUS images. This algorithm also reduces 
speckle noise and enhanced the edge contrast. Results showed 
that the segmented objects are very similar to objects that 
provided manually by physician. 
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