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Abstract—In this paper, we consider components of discrete 
event imitating model, implementing a simulation model by using 
JAVA and performing an input analysis of the data and an output 
analysis of the simulation results. Was lead development of 
imitating model of mass service system with n (n≥1) devices of 
service. On the basis of the developed process of a multithreading 
simulated the distributed processes with presence of 
synchronization. Was developed the algorithm of event-oriented 
simulation, was received results of system functioning with n 
devices of service. 
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I. INTRODUCTION 
HE method of imitating modeling is one of the most 
powerful and most effective methods of research of 

processes and systems of the most various nature and a 
degree of complexity. The essence of this method consists in 
a development of the software for simulating process of 
functioning of system. In order to reception of statistical 
characteristics of modeled system is necessary carrying out 
of a plenty of experiments. Results of imitating modeling 
allow to describe behavior of system, to estimate influence 
of various parameters of system on its characteristics, to 
reveal advantages and lacks of offered changes, to predict 
behavior of system [1]. 

If attitudes which form model are simple enough for 
reception of the exact information on questions interesting 
us it is possible to use mathematical methods. Such decision 
refers to analytical. However most of the existing systems 
are very complex, and for them it is impossible to create the 
real model described analytically. Such models should be 
studied by means of modeling. At modeling the computer is 
used for numerical estimations of model and by means of 
received data we compute its real characteristics. 

Imitating modeling can be applied in the most various 
fields of activity. Below you can see the list of problems at 
which modeling is especially effective [1]:  

• designing and the analysis of industrial systems;  
• an estimation of various systems of arms and 

requirements to its material-technical  
maintenance; 

• definition of requirements to the equipment and to 
protocols of communication networks;  

• definition of requirements to the equipment and to 
the software to various computer systems;  

• designing and the analysis of work of transport 
systems, for example airports, highways, ports and 
underground; 

• estimation of projects of creation of the various 
organizations of mass service, for example the 
centers of processing of orders, institutions of a fast 
food, hospitals, branches of communication;  

• modernization of various processes in business 
sphere;  

 
 

• definition of policy in control systems of stocks; 
• analysis of financial and economic systems. 

 

 

Fig. 1 Ways of the system research 
 

II.  SYSTEM MODEL 
Though modeling is applied to the diversified real 

systems, all discrete events imitating models include a 
number of the general components. The logic organization 
of these components allows to provide programming, 
debugging and the subsequent change of the program of 
imitating model [4]. Discrete event imitating model which 
uses the mechanism of promotion of time from event to 
event and is written in universal language contains 
following components: 

• condition of the system - set of variables of the 
condition necessary for the description of system 
during the certain moment of time;  

• clock of modeling time - a variable specifying 
current value of modeling time; 

• the list of events - the list containing time of 
occurrence of every next type of events;  

• statistical counters - the variables intended for 
storage of the statistical information on the 
characteristic of system; 

• program of initialization - the subprogram 
establishing imitating model to the initial condition 
during the moment of time equal 0;  

• synchronizing program - the subprogram which 
finds the next event in the list of events and then 
translates time of modeling to the period of 
occurrence of this event; 

• the program of processing of events - subprogram 
updating a condition of the system when there is 
an event of the certain type (for each type of 
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events exists the separate program of processing 
of events);  

• library programs - a set of the subprograms 
applied for generation of casual supervision from 
distributions of probabilities which have been 
certain as a part of imitating model; 

• the generator of reports - subprogram which reads 
out estimations (from statistical counters) criteria 
of an assessment of works and gives out the report 
on end of modeling;  

• the main program - subprogram, which causes 
synchronizing program to define next event, and 
then give management to the corresponding event 
program with the purpose of maintenance of the 
set updating a condition of system. The main 
program can supervise also necessity of the 
termination of modeling and call the generator of 
reports after its termination. 

 
III.  TASK FORMATION 

We consider a system where n machine services, in order 
of arrival, a stream of statistically identical jobs, each server 
with Markovian service times. The distributions of 
interarrival intervals, service times, operative periods and 
repair times are given. The only performance measures of 
interest is the average response time – the time between the 
arrival of a job and the completion of its service. There are 
two event types: job arrival and job departure.  Intervals 
between arrivals are exponentially distributed with mean 

λ
1

. 

The basic queueing model is the so-called M/M/1 
queueing model. In this model customers arrive according to 
a Poisson process and the service times of the customers are 
independent and identically exponentially distributed. The 
arrival rate is denoted by λ . The service rate is denoted by 
μ, so the mean service time is 1/μ. The customers are served 
by a single server in order of arrival (FCFS). We require that 

1<=
μ
λρ ,                        (1) 

since, otherwise, the queue length will explode. The quantity 
ρ  is the fraction of time the server is servicing customers. 
Although in reality a queueing system is never as 
mathematically simple as this, the model contains most of 
its essential characteristics. The analysis of this system will 
clearly show the sometimes devastating consequences of 
randomness both in the arrival process and in the service 
times. 

 
IV.  ANALYSIS OF MODEL AND RESULTS 

To analyze  our system we need information relating to:  
• arrival process:  

o how customers arrive e.g. singly or in 
groups (batch or bulk arrivals)  

o how the arrivals are distributed in time 
(e.g. what is the probability distribution of 
time between successive arrivals (the 
interarrival time distribution))  

o whether there is a finite population of 
customers or (effectively) an infinite 
number.  

The simplest arrival process is one where we 
have completely regular arrivals (i.e. the same 
constant time interval between successive 
arrivals). A Poisson stream of arrivals 
corresponds to arrivals at random. In a Poisson 
stream successive customers arrive after 
intervals which independently are 
exponentially distributed. The Poisson stream 
is important as it is a convenient mathematical 
model of many real life queuing systems and is 
described by a single parameter - the average 
arrival rate. Other important arrival processes 
are scheduled arrivals; batch arrivals; and time 
dependent arrival rates (i.e. the arrival rate 
varies according to the time of day).  

• service mechanism:  
o a description of the resources needed for 

service to begin  
o how long the service will take (the service 

time distribution)  
o the number of servers available  
o whether the servers are in series (each 

server has a separate queue) or in parallel 
(one queue for all servers)  

o whether preemption is allowed (a server 
can stop processing a customer to deal 
with another "emergency" customer)  
Assuming that the service times for 
customers are independent and do not 
depend upon the arrival process is 
common. Another common assumption 
about service times is that they are 
exponentially distributed.  

• queue characteristics:  
o how, from the set of customers waiting for 

service, do we choose the one to be served 
next (e.g. FIFO (first-in first-out) - also 
known as FCFS (first-come first served); 
LIFO (last-in first-out); randomly) (this is 
often called the queue discipline)  

o do we have:  
 balking (customers deciding not 

to join the queue if it is too long)  
 reneging (customers leave the 

queue if they have waited too 
long for service)  

 jockeying (customers switch 
between queues if they think they 
will get served faster by so 
doing)  

 a queue of finite capacity or 
(effectively) of infinite capacity  

In terms of the analysis of queuing situations the types of 
questions in which we are interested are typically concerned 
with measures of system performance and might include:  

• How long does a customer expect to wait in the 
queue before they are served, and how long will 
they have to wait before the service is complete?  

• What is the average length of the queue?  
• What is the probability that the queue will exceed a 

certain length?  
• What is the expected utilisation of the server and 

the expected time period during which he will be 
fully occupied.  
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In order to get answers to the above questions there 
are two basic approaches:  
• analytic methods or queuing theory (formula 

based); and  
• simulation (computer based).  
 

The study of multiagent systems (MAS) focuses on 
systems in which many intelligent agents interact with each 
other. The agents are considered to be autonomous entities, 
such as software programs or robots. Their interactions can 
be either cooperative or selfish. That is, the agents can share 
a common goal, or they can pursue their own interests. 

Topics of research in multi agent systems include [3]: 
1. cooperation and coordination,  
2. organisation,  
3. communication,  
4. negotiation,  
5. distributed problem solving,  
6. multi-agent learning, 
7. scientific communities, 
8. dependability and fault-tolerance. 

 
V.  FUTURE WORK AND CONCLUSION 

In given article we consider the next points: 
• stochastic modeling of production and 

communication systems,  
• exact and approximative analysis of queueing 

models for mass service system with n (n≥1) 
devices of service , and  

• implementing a simulation model by using JAVA 
and performing an input analysis of the data and an 
output analysis of the simulation results.  

Our future goal is to create a distributed simulation 
system to test various coordination mechanisms. Our 
assumption is that the system is composed of a group of 
autonomous agents. Each agent has its own local view of the 
world and its own goals, but is capable of coordinating these 
goals with respect to remote agents. In group 
communication, processes usually communicate in a group 
basis where a message is sent to a group of processes, rather 
than just to one process, which is the case in point-to-point 
communication. 
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